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1 Revision History

The revision history describes the changes that were implemented in the document. The changes are
listed by revision, starting with the most current publication.

1.1 Revision 4.2

Revision 4.2 was published in April 2019. The following is a summary of changes in revision 4.2 of this
document.

*  VeriPHY™ Cable Diagnostics section was updated. For more information, see VeriPHY™ Cable
Diagnostics, page 37.
»  The Pins by Function section was updated with proper heading style.

1.2 Revision 4.1

Revision 4.1 was published in August 2017. The following is a summary of changes in revision 4.1 of this
document.

+  The DTI bandwidth description was updated. For more information, see DTI Bandwidth, page 238.

*  The number of the MAC table entries was updated. For more information, see Analyzer MAC Table,
page 170.

*  The PLL clock outputs table was updated. For more information, see Table 290, page 379.

*  The temperature formula for the temperature sensor was updated. For more information, see
Temperature Sensor, page 361.

1.3 Revision 4.0

Revision 4.0 was the first production-level publication of this document.

VMDS-10492 VSC7440 Datasheet Revision 4.2 1



Product Overview Q Mic emi.

2

a A8\ MicrocHiP company

Product Overview

2.1

211

2.1.2
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The VSC7440 SparX-IV-34™ SMB/SME/Industrial Ethernet switch provides a rich set of Enterprise and
Industrial Ethernet switching features such as advanced TCAM-based VLAN and QoS processing that
enable delivery of differentiated services, security through TCAM-based frame processing using
Versatile Content Aware Processor (VCAP), protection switching, IEEE 1588v2 precision time protocol,
and synchronous Ethernet. IPv4/IPv6 Layer 3 (L3) routing is supported with up to 1K IPv4 (256 IPv6)
unicast LPM entries and up to 512 IPv4 (128 IPv6) L3 multicast groups. L3 security features include
source guard and reverse path forwarding (URPF) tasks.

A powerful 500 MHz MIPS-24KEc CPU enables full management of the switch and advanced Enterprise
and Industrial applications.

The device targets managed Layer 2 and Layer 3 equipment in SMB, SME, and industrial applications
where high port count 1G switching with 10G aggregation links is required.

The VSC7440 SparX-IV-34™ device is a 34 Gbps SMB/SME/Industrial Ethernet switch with up to 10
ports supporting the following main port configurations:

* 4 x1G SGMII ports + 4 x 2.5G SGMII ports + 2 x 10G SFI ports

* 4 x1G SGMII ports + 6 x 2.5G SGMII ports

« 10 x 1G SGMII ports

*  Two of the 1G SGMII ports are dual-media ports with a choice of 1G SGMII or 1G CuPHY

In addition, the device supports one 10/100/1000 Mbps SGMII/SerDes Node Processor Interface (NPI)
Ethernet port.

General Features

This section lists the key device features and benefits.

Layer 2 and Layer 3 Forwarding

IEEE802.1Q switch with 4K VLANs and 16K MAC table entries

«  Push/pop/translate up to three VLAN tags on ingress and egress

*+ RSTP and MSTP support

*  Fully non-blocking wire-speed switching performance for all frame sizes

+  IPv4/IPv6 unicast and multicast Layer 2 switching with up to 16K groups and 128 port masks

+  IPv4/IPv6 unicast and multicast Layer 3 forwarding (routing) with reverse path forwarding (RPF)
support

+ IGMPV2, IGMPv3, MLDv1, and MLDv2 support

Timing and Synchronization

»  Synchronous Ethernet, with four clock outputs recovered from any port
+ |EEE 1588-2008 (v2) with nanosecond-accurate time stamping for one-step and two-step clocks
*  Hardware processing and PTP frame generation

Quality of Service

*  One megabytes of integrated shared packet memory

«  Eight QoS classes per port

+  TCAM-based classification with pattern matching against Layer 2 through Layer 4 information

+  Dual-rate policers selected by VCAP IS2, eight single-rate priority policers per port, and two single-
rate port policers for each port

*  Flexible 2K ingress QoS mappings and 4K egress QoS mappings for VLAN tags, DSCP values, and
MPLS labels

« Upto 512 egress VLAN tag operations

»  Priority-based flow control (PFC) (IEEE 802.1Qbb)

*  Audio/Video bridging (AVB) with support for time-synchronized, low-latency audio and video
streaming services
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214  Security

Versatile Content Aware Processor (VCAP ™) packet filtering engine using ACLs for ingress and
egress packet inspection

Storm controllers for flooded broadcast, flooded multicast, and flooded unicast traffic

Per-port, per-address registration for copying/redirecting/discarding

32 VCARP single-rate policers

215 Management

VCore-llI™ CPU system with integrated 500 MHz MIPS 24KEc CPU with MMU and DDR3/DDR3L
SDRAM controller

PCle 1.x CPU interface

CPU frame extraction (eight queues) and injection (two queues) through DMA, which enables
efficient data transfer between Ethernet ports and CPU/PCle

EJTAG debug interface

Configurable 16-bit or 8-bit DDR3 SDRAM interface supporting up to one gigabyte (GB) of memory
Thirty-seven, pin-shared general-purpose 1/Os

+  Serial GPIO and LED controller controlling up to 32 ports with four LEDs each

+  Triple PHY management controller (MIIM)

+  Dual UART

*  Dual built-in two wire serial interface multiplexer

*  External interrupts

* 1588 synchronization I/Os

+  SFPloss of signal inputs

External access to registers through PCle, SPI, MIIM, or through an Ethernet port with inline
Versatile Register Access Protocol (VRAP)

Per-port counter set with support for the RMON statistics group (RFC 2819) and SNMP interfaces
group (RFC 2863)

Energy Efficient Ethernet (EEE) (IEEE 802.3az)

Synchronous Ethernet, with four clock outputs recovered from any port

Support for CPU modes with internal CPU only, external CPU only, or dual CPU

2.1.6 Product Parameters

All SerDes, copper transceivers, packet memory, and configuration tables necessary to support network
applications are integrated. The following table lists the primary parameters for the device.

Table 1«

Product Parameters

Features and Port Configurations

Maximum bandwidth excluding 1G NPI port 34 Gbps
Maximum number of ports excluding 1G NPI port 10
10G SFI ports (also capable of 2.5G or 1G SGMII) 2
2.5G SGMII ports (also capable of 1G SGMII) 4

1G SGMII ports excluding 1G NPI port 2

1G dual media ports (1G SGMII or 1G CuPHY) 2

1G SGMII NPI port 1
Layer 2 Switching

Packet buffer 8 Mb
MAC table size 16K
Layer 2 multicast port masks 128
Super VCAP blocks (1K x 36 bits per block) 6
VCAP CLM entries (36 bits) per super VCAP block 1K
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Table 1« Product Parameters (continued)

VCAP LPM entries (36 bits) per super VCAP block 1K

VCAP IS2 entries (288 bits) per super VCAP block 128

VCAP ESO entries 512

Layer 3 Routing

Router legs 32

IP unicast routes/hosts per super VCAP block allocated to VCAP LPM for unicast routing 1Pv4: 1K
IPv6: 256

Next-hop/ARP table entries 256

IP (S,G) or (*, G) multicast groups per super VCAP block allocated to VCAP LPM for IPv4: 512

multicast routing IPv6: 128

Multicast router leg masks 256

ECMPs 16

Quality of Service and Security

Ingress QoS mapping table entries 2K

Egress QoS mapping table entries 4K

Security enforcement (ACL) rules (288 bits) per super VCAP block allocated to VCAP 1S2 128

2.2 Applications
The device targets the following applications.

* Industrial Ethernet equipment with protection switching and IEEE 1588 timing requirements
*  Fully managed Layer 2 and Layer 3 SMB and SME equipment, such as high port count 1G switches
with 10G aggregation links
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Functional Descriptions

Note:

This section describes the functional aspects of the VSC7440 device, including available configurations,
operational features, and testing functionality. It also defines the device setup parameters that configure
the device for a particular application.

The functional descriptions in this section contain some information shared across multiple switch
families. As a result, some functional descriptions do not apply to the device. The following features and
associated functional aspects are not supported by VSC7440.

*  MEF services
+ ISDX, VSI, ESDX
»  Service statistics (ingress, egress)
+ ISDX selected SDLB policing
*  Versatile OAM processor (VOP)
*  Hardware OAM processing
. Port VOEs, service VOEs, path VOEs
*  MIPs and MEPs
*  Y.1564 SAM, SAM sequence
+ OAM COSID and color
*  MPLS-TP processing (LSR, LER)
*+ VCAP CLM keys: SGL_MLBS, DBL_MLBS, TRI_MLBS
*+  MPLS TC mapping
»  Hierarchical QoS and dual-rate shaping
+  Stacking
* Learn all frames
»  Stacking links
The VStaX header is used by all switch families as an internal frame header and when communicating
with external CPUs.

The following illustration shows an RTL block diagram of the physical blocks in the device and how the
blocks interconnect. The functional aspects of each block are provided in following sections. The grayed-
out blocks represent the VCore-lll and DEVCPU blocks. For more information about the VCore-lll and
DEVCPU blocks, see VCore-Ill System and CPU Interfaces, page 305.
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Figure 1« RTL Block Diagram
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3.1 Register Notations

This datasheet uses the following general register notations.
<TARGET>:<REGISTER_GROUP>:<REGISTER>.<FIELD>

<REGISTER_GROUP> is not always present. In that case the following notation is used:
<TARGET>::<REGISTER>.<FIELD>

When a register group does exist, it is always prepended with a target in the notation.

In sections where only one register is discussed or the target (and register group) is known from the
context, the <TARGET>:<REGISTER_GROUP>: may be omitted for brevity leading to the following
notation:

<REGISTER>.<FIELD>
When a register contains only one field, the .<FIELD> is not included in the notation.

When referring to a specific instance of a register group, specific register instance, or a specific bitin a
field, square brackets are used, for example:

<TARGET>:<REGISTER_GROUP>[<register group instance>]:<REGISTER>.<FIELD>
<TARGET>:<REGISTER_GROUP>:<REGISTER>[<register instance>].<FIELD>
<TARGET>:<REGISTER_GROUP>:<REGISTER>.<FIELD>[<bit number>]

3.2 Functional Overview

This section provides an overview of all the major blocks and functions involved in the forwarding
operation in the same order as a frame traverses through the device. It also outlines other major
functionality of the devices, such as the CPU subsystem and IEEE 1588 PTP processing.

The following illustration shows the VSC7440 block diagram.
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Figure 2+ Block Diagram

Shared Queue System

Discard Statistics EJTAG Interrupt Temperature
Controller Sensor
Memory Controller MIPS 24KEc
&« p| Automated Frame MMU Switch Core
Shared Memory Pool Injection (AFI) |-Cache D-Cache Access Timers
< »,| Hierarchical QoS 32 kB 32 kB Block
Shaper and Scheduler * *
? | VCore Arbiter VCore CPU Bus
Analyzer + + +
Ingress Processin
9 9 Rewriter M | F VCore SBA Switch Core
Egress Processing \ gnue;E rame Access Registers
‘ Protection Switching ‘ nject/Extract Block
‘ Forwarding L2/L3 ‘
Egress VCAP Lookup Frame DMA
‘ Arrival Stats ‘ (FDMA) Sl Slave MIIM Slave
Policing Frame Editing: <
‘ (Port, Qos, ACH) ‘ VLAN tags Ethern\éT/;Zgister NRESET
- DSCP PCle H*—} PCIE
‘ Access Control Lists ‘ |EEE1588 Access |
L2/L3/L4 [ JTAG [¢——» iTAG
Ingress Classification
(VLAN and QoS Mapping) [ Sl |[¢——» s
‘ Departure Stats ‘ DDR3/DDRALM
. lemory DDR
‘ Port L2CP Handling ‘ ‘ IEEE1588 Engine ‘ Controller |<74>
‘ IEEE1588 Engine ‘ .
GPIO functions:

LED, serial GPIO, UART, | 37
two-wire serial interface, ¥ GpPIO
IRQ, MIIM, LOS,
SyncE, 1588, RefClk

Frame bus L 4
# x2 ¢ x3 ¢ x4 ¢ x2
Dual Media 1G Port Modules 1G Port Modules 2.5G Port Modules 10G Port Modules
MAC, PCS MAC, PCS MAC, PCS MAC, PCS
1588/0AM Timestamping 1588/0AM Timestamping 1588/0AM Timestamping 1588/0AM Timestamping
: x2 : X2 : x3 : x4 : x2
1G CuPHY SerDes1G SerDes1G SerDes6/10G SerDes10G
Lane Lane Lane Lane
A A A A A
v v v v v
1G SGMII 1G SGMII 2.5G SGMII 10G SFI
100BASE-FX 100BASE-FX 1G SGMII 2.5G SGMII
1000BASE-T 100BASE-FX 1G SGMII

100BASE-FX

3.21 Frame Arrival in Ports and Port Modules

The Ethernet interfaces receive incoming frames and forward these to the port modules.

Two ports are dual media ports supporting either a 1G copper PHY or a 1G SGMII SerDes macro. The
remaining ports all support SerDes macros.

Each port contains a Media Access Controller (MAC) that performs a full suite of checks, such as VLAN
tag-aware frame size checking, frame check sequence (FCS) checking, and pause frame identification.

SerDes ports contain a Physical Coding Sublayer (PCS), which performs 8b/10b or 64b/66b encoding,
auto-negotiation of link speed and duplex mode, and monitoring of the link status.

Symmetric and asymmetric pause flow control are both supported as well as priority-based flow control
(IEEE 802.1Qbb).
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All Ethernet ports support Energy Efficient Ethernet (EEE) according to IEEE 802.3az. The shared queue
system is capable of controlling the PCS operating states, which are active or low power. The PCS
understands the line signaling as required for EEE. This includes signaling of active, sleep, quiet, refresh,
and wake.

1G Copper PHY Ports

1G copper PHY ports operate in 1000BASE-T. Auto-negotiation is supported for pause settings and
remote fault signaling. Full-duplex is supported for 10/100/1000 Mbps, while half-duplex is supported for
10/100 Mbps.

1G SGMII Line Ports

1G SGMII line ports operate in one of the following modes:

+ 10/100/1000 Mbps SGMII. The SGMII interface connects to an external copper PHY device or
copper SFP optical module with SGMII interface. In this mode, auto-negotiation is supported for link
speed, duplex settings, pause settings, and remote fault signaling. Full-duplex is supported for all
speeds, while half-duplex is supported for 10/100 Mbps.

+  100BASE-FX. The 100BASE-FX interface connects directly to a 100BASE-FX SFP optical module.
Auto-negotiation is not specified for 100BASE-FX and is not supported. Operation is always
100 Mbps and full duplex.

*+  1000BASE-X. The 1000BASE-X interface connects directly to a 1000BASE-X SFP optical module.
Auto-negotiation is supported for pause settings and remote fault signaling. Operation is always
1000 Mbps and full duplex. 1G backplane Ethernet 1000BASE-KX is fully supported, including
auto-negotiation.

2.5G SGMII Line Ports

The 2.5G interface connects directly to an SFP optical module. Operation is always 2500 Mbps and full
duplex. 2.5G backplane Ethernet is also supported.

The 2.5G SGMII line port can also operate in the modes supported by the 1G SGMII line port.

10G SFIl Line Ports

The 10G interface connects directly to a 10GBASE-R SFP+ optical module or an external PHY device.
Auto-negotiation is supported for pause settings, remote fault signaling, and backplane Ethernet
functions. The 10G or 1G operation is supported for SFP+ optical modules, and operation is always full
duplex.

When used with external devices capable of WAN-PHY (10GBASE-W) operation, the 10G line ports
support pacing operation as specified for 10GBASE-W operation.

The 10G SFl line port can also operate in the modes supported by the 2.5G and 1G SGMII line ports.
Basic Classification

Basic frame classification in the ingress processing module (the analyzer) receives all frames before
further classification processing is performed. The basic classifier uses configurable logic to classify each
frame to a VLAN, QoS class, drop precedence (DP) level, DSCP value, and an aggregation code. This
information is carried through the switch together with the frame and affects policing, drop precedence
marking, statistics collecting, security enforcement, Layer 2 and Layer 3 forwarding, and rewriting.

The basic classifier also performs a general frame acceptance check. The output from the basic
classification can be overwritten or changed by the more intelligent advanced classification using the
TCAM-based VCAP.

Security and Control Protocol Classification

Before being passed on to the Layer 2 forwarding, all frames are inspected by the VCAP IS2 for security
enforcement and control protocol actions.

The action associated with each IS2 entry (programmed into the IS2 action RAM) includes frame filtering,
single leaky bucket rate limiting (frame or byte based), snooping to CPU, redirecting to CPU, mirroring,

VMDS-10492 VSC7440 Datasheet Revision 4.2 8



Functional Descriptions

3.24

3.2.5

& Microsemi

a A8\ MicrocHiP company

time stamping, and accounting. Although the VCAP IS2 is located in the ingress path of the device, it has
both ingress and egress capabilities.

The VCAP IS2 engine embeds powerful protocol awareness for well-known protocols such as LLC,
SNAP, ARP, IPv4, IPv6, and UDP/TCP. IPv6 is supported with full matching against both the source and
the destination IP addresses.

For each frame, up to two lookup keys are generated and matched against the VCAP entries.
Policing
Each frame is subject to one or more of the following policing operations.

«  Single-rate priority policers. Ingress port number and QoS class determine which policer to use.

»  Single-rate port policers. Ingress port number determines which policer to use.

»  VCAP single-rate policers. IS2 action selects which VCAP single-rate policer to use.

*  VCAP dual-rate policers. IS2 action selects which VCAP dual-rate policer to use.

+  Single-rate global storm policers. Frame characteristicS such as broadcast, unicast, multicast, or
learn frame select which policer to use.

«  Single-rate service broadcast, unicast, and multicast (BUM) policers for flooded frames. Service
classification and destination MAC address select which policer to use.

Each frame can trigger the following policers:

*  One BUM policer

*  One priority policer or one dual-rate VCAP policer
*  One port policer

*  One VCAP policer

»  Two port policers

+  Eight storm policers

Dual-rate policers are MEF-compliant, supporting both color-blind and color-aware operation. The initial
frame color is derived from the drop precedence level from the frame classification. The MEF coupling
mode is also configurable for each policer.

Dual-rate policers ensure Service Level Agreement (SLA) compliance. The outcome of this policing
operation is to mark each accepted frame as in-profile (green) or out-of-profile (yellow). Yellow frames
are treated as excess or discard-eligible and green frames are committed. Frames that exceed the
yellow/excess limits are discarded (red).

The two port policers and eight storm policers can be programmed to limit different types of traffic, such
as CPU-forwarded frames, learn frames, known or unknown unicast, multicast, or broadcast.

Layer 2 Forwarding

After the policers, the Layer 2 forwarding block of the analyzer handles all fundamental Layer 2
forwarding operations and maintains the associated MAC table, the VLAN table, and the aggregation
table. The device implements an 16K MAC table and a 4K VLAN table.

The main task of the analyzer is to determine the destination port set of each frame. The Layer 2
forwarding decision is based on various information such as the frame’s ingress port, source MAC
address, destination MAC address, and the VLAN identifier, as well as the frame’s VCAP actions,
mirroring, and the destination port’s link aggregation configuration.

Layer 2 forwarding of unicast and Layer 2 multicast frames is based on the destination MAC address and
the VLAN.

The switch can also L2-forward IPv4 and IPv6 multicast frames using additional Layer-3 information,
such as the source IP address. The latter enables source-specific IPv4 multicast forwarding (IGMPv3)
and source-specific IPv6 multicast forwarding (MLDv2). This process of L2-forwarding multicast frames
using Layer 3 information is called “snooping”, which is different from L3-forwarding (routing) of multicast
frames.

The following describes some of the contributions to the Layer 2 forwarding.
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* VLAN Classification VLAN-based forward filtering includes source port filtering, destination port
filtering, VLAN mirroring, and asymmetric VLANs.

+  Security Enforcement The security decision made by the VCAP IS2 can, for example, redirect the
frame to the CPU based on security filters.

+ MSTP The VLAN identifier maps to a Multiple Spanning Tree instance, which determines MSTP-
based destination port filtering.

» MAC Addresses Destination and source MAC address lookups in the MAC table determine if a
frame is a learn frame, a flood frame, a multicast frame, or a unicast frame.

* Learning By default, the device performs hardware learning on all ports. However, certain ports
could be configured with secure learning enabled, where an incoming frame with unknown source
MAC address is classified as a “learn frame” and is redirected to the CPU. The CPU performs the
learning decision and also decides whether the frame is forwarded.

» Learning can also be disabled. If learning is disabled, it does not matter if the source MAC address
is in the MAC table.

+ Link Aggregation A frame targeted to a link aggregate is processed to determine which physical
port of the link aggregate group the frame must be forwarded to.

+ Mirroring Mirror probes may be set up in different places in the forwarding path for monitoring
purposes. As part mirroring, a copy of the frame is sent either to the CPU or to another port.

Layer 3 Forwarding

The device supports Layer 3 forwarding (routing), which is performed by the analyzer. With Layer 3
forwarding, the IPv4 or IPv6 addresses determine the destination port set and Layer 3 processing is
performed on IP header. The Layer 3 forwarding process also replaces the arrival Layer-2 Ethernet
header (including MAC addresses and VLAN tags) with a new Layer 2 Ethernet header after departure
from the switch.

The analyzer supports 32 router legs, and supports Virtual Router Redundancy Protocol (VRRP). Ingress
router legs are addressed using classified arrival VLAN and DMAC address.

If an arrival frame is determined to belong to an ingress router leg and routing is enabled, Layer 3
forwarding is applied. Note that this is in addition to any Layer 2 forwarding, so for example, an arrival
multicast frame may be Layer 2 forwarded on the classified arrival VLAN and also Layer 3 forwarded to
one or more additional VLANSs. IP unicast frames only use Layer 2 forwarding or Layer 3 forwarding, but
never both. Layer 3 forwarding always uses the classified arrival VLAN.

Layer 3 forwarding first checks the IP header for validity. IP header checks include IP version, header
length, and header checksum. The Time-to-Live (TTL) or Hop Limit values are also checked for validity
and decremented if the packet is forwarded.

The analyzer then searches the Longest Prefix Match (LPM) table for an exact match of the destination
IP address. If there is not an exact match, the table is searched for the best partial match. If there is no
partial match in the LPM table, the frame is Layer 3 forwarded to the location of the default gateway.

With Layer 3 forwarding, each egress frame copy uses an egress router leg to determine the per-copy
egress encapsulation. There can be up to 16 egress router legs associated with one forwarding entry in
support of Equal Cost Multipath (ECMP) functionality, where multiple forwarding paths are used between
adjacent routers for increased forwarding bandwidth.

Reverse path forwarding (RPF) is optionally performed on multicast and unicast (URPF) packets as a
security check. This source IP address check helps detect and prevent address spoofing.

Multicast frames can be Layer 2 forwarded on the arrival VLAN as well as Layer 3 forwarded to different
VLANSs. Layer 3 forwarding of IP multicast is different from Layer 2 forwarding of IP multicast using
IGMP/MLD snooping in the following ways:

* IP header checks and TTL processing are performed

*  The Ethernet header is swapped

*  The egress VLANs may be different from the ingress VLANs
»  Multiple frame copies can be generated per physical port

Network control such as ICMP and ARP are redirected to the CPU, along with malformed packets,
packets with expired TTL, and packets with options.
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Shared Queue System and Hierarchical Scheduler

The analyzer provides the destination port set of a frame to the shared queue system. It is the queue
system’s task to control the frame forwarding to all destination ports.

The shared queue system embeds memory that can be shared between all queues and ports. Frames
are mapped to queues through a programmable mapping function allowing ingress ports, egress ports,
and QoS classes to be taken into account. The sharing of resources between queues and ports is
controlled by an extensive set of thresholds.

Each egress port implements default schedulers and shapers as shown in the following illustration. Per
egress port, the scheduler sees the outcome of aggregating the egress queues (one per ingress port per
QoS class) into eight QoS classes.

Class-Based Queuing (Default Configuration)

By default, aggregation is done in a Deficit Weighted Round Robin fashion (DWRR) with equal weights to
all ingress ports within a QoS class, so byte-accurate weighted round robin scheduling between ingress
ports is performed for each QoS class.

The following illustration shows the default scheduler-shaper configuration. Hierarchical scheduling-
shaping is also possible.

Default Scheduler-Shaper Configuration
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Scheduling between QoS classes within the port can use one of the three following methods:

«  Strict Priority scheduling. Frames with the highest QoS class are always transmitted before frames
with lower QoS class.

+  Deficit Weighted Round Robin (DWRR) scheduling. Each QoS class serviced using DWRR sets a
DWRR weight ranging from 0 to 31.

+  Combination of Strict Priority and DWRR scheduling. The default configuration is shown, where QoS
classes 7 and 6 use strict priority while QoS classes 5 through 0 use DWRR. But any split between
strict and DWRR QoS classes can be configured.

Rewriter and Frame Departure

Before transmitting the frame on the egress line, the rewriter can modify selected fields in the frame such
as Ethernet headers and VLAN tags, IPv4/IPv6 fields, PTP fields, and FCS. The rewriter also updates
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the frame’s COS and color indications such as DEI, PCP, and DSCP. Departure statistics are also kept
based on the classified VLAN.

+ Basic VLAN Tagging Operations (Port-based) By default, the egress VLAN actions are
determined by the egress port settings and classified VLAN. These include basic VLAN operations
such as pushing a VLAN tag, untagging for specific VLANs, and simple translations of DEI, PCP,
and DSCP.

+ Advanced VLAN Tagging Operations (Port-based and VCAP-based) By using the egress
VCAP ESO, significantly more advanced VLAN tagging operations can be achieved. ESO enables
pushing up to three VLAN tags and flexible VLAN tag translation for VLAN tag/TPID, PCP, DEI, and
DSCP control. The lookup by VCAP ESO includes classified VLAN, egress port, and COS/color
indications.

+ Layer 3 Forwarding (Routing) Operations Supports per-router-leg control of Ethernet link layer
encapsulation and VID, as well as modification of other Layer 3 fields such as IPv4 TTL, IPv4
checksum, and IPv6 hop limit.

+ PTP (IEEE 1588) Operations PTP PDU modifications include insertion/update of time stamps and
correction fields, as well as updating the UDP checksum.

The rewriter pads frames to minimum legal size if needed, and updates the FCS if the frame was
modified before the frame is transmitted.

The egress port module controls the flow control exchange of pause frames with a neighboring device
when the interconnection link operates in full-duplex flow control mode.

CPU Port Module

The CPU port module (DEVCPU) contains eight CPU extraction queues and two CPU injection queues.
These queues provide an interface for exchanging frames between the internal CPU system and the
switch core. An external CPU using the serial interface can also inject and extract frames to and from the
switch core by using the CPU port module.

In addition, any Ethernet interface on the device can be used for extracting and injecting frames. The
Ethernet interface used in this way is called the Node Processor Interface (NPI) and is typically
connected to an external CPU.

Injected frames may be prepended with an injection header to control processing and forwarding of these
frames. Extracted frames may be prepended with an extraction header to supply frame arrival and
classification information associated with each frame. These headers may be used by internal CPU or
external CPU.

The switch core can intercept a variety of different frame types and copy or redirect these to the CPU
extraction queues. The classifier can identify a set of well-known frames, such as IEEE reserved
destination MAC addresses (BPDUs, GARPs, CCM/Link trace), as well as IP-specific frames (IGMP,
MLD). Security VCAP IS2 provides another flexible way of intercepting all kinds of frames, such as
specific OAM frames, ARP frames or explicit applications based on TCP/UDP port numbers. In addition,
frames can be intercepted based on the MAC table, the VLAN table, or the learning process.

Whenever a frame is copied or redirected to the CPU, a CPU extraction queue number is associated with
the frame and used by the CPU port module when enqueuing the frame into the eight CPU extraction
queues. The CPU extraction queue number is programmable for every interception option in the switch
core.

Synchronous Ethernet and Precision Time Protocol (PTP)

The device supports Synchronous Ethernet and IEEE 1588 Precision Time Protocol (PTP) for
synchronizing network timing throughout a network.

Synchronous Ethernet allows for the transfer of precise network timing (frequency) using physical
Ethernet link timing. Each switch port can recover its ingress clock and output the recovered clock to one
of up to four recovered clock output pins. External circuitry can then generate a stable reference clock
input used for egress and core logic timing.

The Precision Time Protocol (PTP) allows for the transfer of precise network timing (frequency) and time
of day (phase) using Ethernet packets. PTP can operate as a one-step clock or a two-step clock. For
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one-step clocks, a precise time is calculated and stamped directly into the PTP frames at departure. For
two-step clocks, a precise time is simply recorded and provided to the CPU for further processing. The
CPU can then initiate a follow-up message with the recorded timing.

The device supports PTP Delay_reqg/Delay_resp processing in hardware where the Delay_req frame is
terminated, and a Delay_resp frame is generated based on the request. In addition to updating relevant
PTP time stamps and message fields, the frame encapsulation can be changed. This includes swapping
and rewriting MAC addresses, IP addresses, and TCP/UDP ports, and updating the IPv4 TTL or IPv6
hop limit.

The device also supports generation of PTP Sync frames using the automatic frame injector (AFI)
functionality.

PTP is supported for a range of encapsulations including the following:

. PTP over Ethernet

. PTP over UDP over IPv4/IPv6 over Ethernet

»  Either of the above encapsulations over MPLS pseudowire over Ethernet
*  PTP over UDP over IPv4/IPv6 over MPLS over Ethernet

Two separate timing domains are supported: one for Synchronous Ethernet and data path forwarding,
and one for PTP timing synchronization. This gives the system designer control over how these two
timing architectures interact.

CPU Subsystem

The device contains a powerful, 500 MHz MIPS24KEc-compatible microprocessor, a high bandwidth
Ethernet Frame DMA engine, and a DDR3/DDRS3L controller supporting up to 1 gigabyte (GB) of
memory. This complete system-on-chip supports Linux or embedded operating systems, enabling full
management of the switch and advanced software applications.

The device supports external CPU register access by the on-chip PCle 1.x endpoint controller, by
specially formatted Ethernet frames on the NPI port (Versatile Register Access Protocol), or by register
access interface using SPI protocol. External CPUs can inject or extract Ethernet frames by the NPI port,
by PCle DMA access, or by register read/writes (using any register-access interface).

Frame Headers

This section describes the internal header formats used within the device that are visible in frames to and
from the CPU, NPI port, and in frames exchanged between devices in multichip configurations.

The header formats are internal frame header (IFH) and VStaX header.

* Internal frame header (IFH) IFH is used when extracting frames to CPU and injecting frames from
CPU. The IFH can also be inserted into frames transmitted on the NPI port. The IFH includes a
VStaX header.

+ VStaX header The VStaX header can be used for transmission to and from an NPI port.

Internal Frame Header Placement
The following illustration shows internal frame header placement.

Frame with Internal Frame Header

Bit 223 Bit O

Internal Frame Header | DMAC | SMAC Frame data

Bit 223 Bit O
Short Prefix: | ANY DMAC | Any SMAC |0x8880 0x0009| Internal Frame Header DMAC | SMAC | Frame data
Bit 223 Bit O
Long Prefix: | ANY DMAC | Any SMAC | VLAN tag [0x8880 OXOOO9| Internal Frame Header | DMAC | SMAC Frame data

D Field removed before transmitted
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Frames are injected without prefix from internal CPU or directly attached CPU.

Frames can be injected with a prefix to accommodate CPU injection from a front port (that may be
directly attached), controlled by ASM:CFG:PORT_CFG.INJ_FORMAT_CFG.

The internal frame header and optional prefix is removed before transmitting the frame on a port. It is
only visible to the user when injecting and extracting frames to or from the switch core and optionally
when sending/receiving frames using the NPI port.

It is possible to configure a port to transmit frames with internal frame headers using
REW:COMMON:PORT_CTRL.KEEP_IFH_SEL. It is also possible to only transmit CPU redirected
frames with Internal frame headers using REW:COMMON:GCPU_CFG.GCPU_KEEP_IFH.

Internal Frame Header Layout

The internal frame header is 28 bytes long. The following illustration shows the layout.

VMDS-10492 VSC7440 Datasheet Revision 4.2
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Figure 5« Internal Frame Header
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The following table shows the internal frame header fields, including information whether a field is
relevant for injection, extraction, or both.

Table 2 Internal Frame Header Fields

Field Category Field Name Bit Width Description

TS TSTAMP 223:192 32 bits Arrival time stamp in nanoseconds.
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Table 2 « Internal Frame Header Fields (continued)
Field Category Field Name Bit Width Description
DST when RSV 191:181 11 bits Reserved field. Must be set to 0.
FWD.DST_MODE is DST PORT MASK 180128  53bits _ Injection destination port mask where
INJECT . . .
each bit representing a physical port (only
used for injection).
DST when RSV 191:190 2 bits Reserved field. Must be set to 0.
E‘,QVCD A'?DST—MODE is RT_FWD 189 1 bit Update IP4 TTL and chksum/ip6 Hopant.
SWAP_MAC 188 1 bit Instruct rewriter to swap MAC addresses.
TAG_TPID 187:186 2 bits Tag protocol IDs.
0: Standard TPID as specified in
VSTAX.TAG.TAG_TYPE.
1: custom1 stag TPID.
2: custom2 stag TPID.
3: custom3 stag TPID.
RSV 185:184 2 bits Reserved field. Must be set to 0.
GEN_IDX 183:174 10 bit Generic index.
VS| when GEN_IDX_MODE = 1.
GEN_IDX_MODE 173 1 bit 0: Reserved.
1: VSI.
PROT_ACTIVE 172 1 bit Protect is active.
PDU_W16_OFFSET 171:166 6 bits PDU WORD16 (= 2 bytes) offset from
W16_POP_CNT to Protocol data unit
(PDU).
PDU_TYPE 165:163 3 bits PDU type used to handle OAM, PTP and
SAT.
0: None.
1: OAM_Y1731.
2: OAM_MPLS_TP.
3: PTP.
4: 1P4_UDP_PTP.
5:IP6_UDP_PTP.
6: Reserved.
7: SAM_SEQ.
CL_RSLT 162:147 16 bits Classified MATCH_ID combined from
VCAP CLM and VCAP IS2. Used if the
frame is forwarded to the CPU.
MPLS_TTL 146:139 8 bits TTL value for possible use in MPLS label.
MPLS_SBIT 138 1 bit SBIT of last popped MPLS label. for
possible use in MPLS label.
MPLS_TC 137:135 3 bits TC value for possible use in MPLS label.
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Table 2 « Internal Frame Header Fields (continued)
Field Category Field Name Bit Width Description
DST when TYPE_AFTER_POP 134:133 2 bits 0: ETH - Normal Ethernet header, starting
FWD.DST_MODE is with DMAC.
ENCAP 1: CW.
First 4 bits:
4: |Pv4 header.
6: IPv6 header.
Others: MPLS CW (see RFC 4385)
2: MPLS. MPLS shim header follows.
W16_POP_CNT 132:128 5 bits Number of WORD16 (= 2 bytes) to be
popped by rewriter, starting from
beginning of frame.
DST when RSV 191:183 9 bits Reserved field. Must be set to 0.
fL";’Bé?ST—MODE Is ERLEG 182176 7bits _ Egress router leg.
NEXT_HOP_DMAC 175:128 48 bits Next hop DMAC. Only used for unicast
routing.
DST when RSV 191:152 40 bits Reserved field. Must be set to 0.
fl_"g’ag,ST—MODE is L3MC_GRP_IDX 1511142 10bits __IP multicast group used for L3 multicast
copies.
ERLEG 141:135 7 bits Egress router leg.
COPY_CNT 134:128 7 bits Number of multicast routed copies. Only
used for multicast routing.
VSTAX 127:48 80 bits VStaX. See VStaX Header, page 20.
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Table 2 « Internal Frame Header Fields (continued)
Field Category Field Name Bit Width Description
FWD AFI_INJ 47 1 bit Injected into AFI.
RSV 46 1 bit Reserved field. Must be set to 0.
ESO_ISDX_KEY_EN 45 1 bit Controls use of ISDX in ESO key.
A
RSV 44 1 bit Reserved field. Must be set to 0.
VSTAX_AVAIL 43 1 bit Received by ANA with valid VSTAX
section.
Extract: Frame received by ANA with valid
VSTAX section.
Inject: Frame to be forwarded based on
VSTAX section.
UPDATE_FCS 42 1 bit Forces update of FCS.
0: Does not update FCS. FCS is only
updated if frame is modified by hardware.
1: Forces unconditional update of FCS.
RSV 41 1 bit Reserved field. Must be set to 0.
DST_MODE 40:38 3 bits Controls format of IFH.DST.
0: ENCAP
1: L3UC routing
2: L3MC routing
3: INJECT
Others: Reserved
SFLOW_MARKING 37 1 bit Frame forwarded to CPU due to sFlow
sampling.
AGED 36 1 bit Must be set to 0. Set if frame is aged by
QSYS. Only valid for extraction.
RX_MIRROR 35 1 bit Signals that the frame is Rx mirrored.
MIRROR_PROBE 34:33 2 bits Signals mirror probe for mirrored traffic.

0: Not mirrored.
1-3: Mirror probe 0-2.

SRC_PORT 32:27 6 bits Physical source port number.
May be set by CPU to non-CPU port
number to masquerade another port.

DO_NOT_REW 26 1 bit Controlled by CPU or
ANA_CL:PORT:QOS_CFG.KEEP_ENA
and prevents the rewriter from making any
changes of frames sent to front ports
when set.
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Field Category Field Name Bit

Width

Description

MISC PIPELINE_ACT 25:23

3 bits

Pipeline action specifies if a frame is
injected, extracted, or discarded.

: None

1 INJ

1 INJ_MASQ

: Reserved

XTR

: XTR_UPMEP

: LBK_ASM

: LBK_QS

NoOORWN 2O

PIPELINE_PT 22:18

5 bits

Pipeline point specifies the location where
a frame is injected, extracted, or
discarded.

0: None

1: ANA_VRAP

2: ANA_PORT_VOE
3:ANA_CL

4: ANA_CLM

5: ANA_IPT_PROT

6: ANA_OU_MIP

7: ANA_OU_SW

8: ANA_OU_PROT

9: ANA_OU_VOE

10: ANA_MID_PROT
11: ANA_IN_VOE

12: ANA_IN_PROT
13: ANA_IN_SW

14: ANA_IN_MIP

15: ANA_VLAN

16: ANA_DONE

17: REW_IN_MIP

18: REW_IN_SW

19: RE_IN_VOE

20: REW_OU_VOE
21: REW_OU_SW

22: REW_OU_MIP
23: REW_SAT

24: REW_PORT_VOE
25: REW_VRAP

CPU_MASK 17:10

8 bits

CPU extraction queue mask.

TAGGING POP_CNT 9:8

2 bits

Controlled by CPU or
ANA_CL:PORT:VLAN_CTRL.VLAN_POP
_CNT or CLM VLAN_POP_CNT_ENA
and causes the rewriter to pop the
signaled number of consecutive VLAN
tags. If ENCAP.W16_POP_CNT >0 and
TYPE_AFTER_POP =ETH POP_CNT
applies to inner Ethernet layer.
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Table 2 « Internal Frame Header Fields (continued)
Field Category Field Name Bit Width Description
QOS TRANSP_DSCP 7 1 bit Controlled by CPU or
ANA_CL:PORT:QOS_CFG.
DSCP_KEEP_ENA and prevents the
rewriter from remapping DSCP values of
frames sent to front ports when set.
UPDATE_DSCP 6 1 bit Controlled by CPU,
ANA_CL:PORT:QOS_CFG
DSCP_REWR_MODE_SEL, CLM
DSCP_ENA or ANA_CL:MAP_TBL:
SET_CTRL.DSCP_ENA and causes the
rewriter to update the frame’s DSCP value
with IFH.QOS.DSCP for frames sent to
front ports when set.
DSCP 5:0 6 bits DSCP value.
The IFH is only used to control the rewriter on front ports or send to CPU. It is not transmitted with the
frame. For CPU ports, the information in the extraction IFH is for reference purposes only.
3.3.3 VStaX Header
When frames are sent to or from the NPI port, or when connecting multiple switches together, an optional
VStaX header is inserted into the frames.
The VStaX header consists of a 10-byte payload and is preceded by 2 bytes for the Microsemi EtherType
(0x8880). That is, a total of 12 bytes are inserted into the frame, as shown in the following illustration.
Figure 6« Frame With VStaX Header
- F"QB" 79 Bit O >
Preamble DMAC SMAC Fxssso‘ VStax Header, bit 79-0 ngr;e

Microsemi EtherType

The layout of the 10-byte VStaX header is shown in the following illustration. In VStaX context, each
switch in a stack is termed a unit.
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Figure 7« VStaX Header Layout
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The following table describes each field in the VStaX header.

Table 3« VStaX Header Fields

Field Category Field Name Bit Width  Description

Reserved RSV 79 1 bit Reserved field. Must be set to 1 when injecting
frames and must be checked on extraction.

MISC when COSID 78:76 3 bits Class of service.

ANA_AC:PS_COMMO
N.VSTAX2_MISC_ISD
X_ENA=1

MISC when RSV 78:68 11 bits  Reserved field. Must be set to 0 when injecting
ANA_AC:PS_COMMO frames from CPU and ignored on extraction.

N.VSTAX2_MISC_ISD - - :
X_ENA=0 AC 67:64 4 bits GLAG aggregation code

Reserved RSV 63:62 2 bits Reserved field. Must be set to 0.
QO0Ss CL_DP 60:61 2 bits Classified drop precedence level.

SP 59 1 bit Super priority.
Identifies frames to be forwarded between CPUs
of neighboring units, using egress and ingress
super priority queues in the assembler and
disassembler.

CL_QOS (IPRIO) 58:56 3 bits Classified quality of service value (internal
priority).
INGR_DROP_MOD 55 1 bit Congestion management information.

E 0: Ingress front port is in flow control mode.
1: Ingress front port is in drop mode.

Reserved RSV 54 1 bit Reserved field. Must be set to 0.
General RSV 53 1 bit Reserved field. Must be set to 0.
TTL 52:48 5 bits Time to live.

LRN_MODE 47 1 bit 0: Normal learning. SMAC and VID of the frame is
subject to learning.
1: Skip learning. Do not learn SMAC and VID of
the frame.

FWD_MODE 46:44 3 bits Forward mode.
Encoding:
0x0: FWD_LLOOKUP: Forward using local lookup
in every unit.
0x1: FWD_LOGICAL: Forward to logical front port
at specific UPS.
0x2: FWD_PHYSICAL: Forward to physical front
port at specific UPS.
0x3: FWD_MULTICAST: Forward to ports part of
multicast group.
0x4: FWD_GMIRROR: Forward to global mirror
port.
0x5: FWD_GCPU_UPS: Forward to GCPU of
specific UPS.
0x6: FWD_GCPU_ALL: Forward to all GCPUs.
0x7: Reserved.

Reserved RSV 43 1 bit Reserved field. Must be set to 0.

ISDX 75:64 12 bits  Ingress service index.
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Table 3« VStaX Header Fields (continued)
Field Category Field Name Bit Width Description
VSTAX.DST when REW_CMD 42:32 11 bits  VCAP IS2 action REW_CMD.
VSTAX.FWD_MODE is
FWD_LLOOKUP or
FWD_GMIRROR
VSTAX.DST when DST_PORT_TYPE 42 1 bit Destination port type. Encoding:
VSTAX.FWD_MODE is 0: Front port
FWD_LOGICAL 1: Internal port
DST_UPSID 41:37 5 bits Destination unit port set ID.
DST_PN 36:32 5 bits Logical destination port at unit identified by
dst_upsid.
VSTAX.DST when RSV 42 1 bit Reserved field. Must be set to 0.
VSTAX.FWD_MODE is ; ; I -
FWD_PHYSICAL DST_UPSID 41:37 5 bits Destination unit port set ID.
DST_PN 36:32 5 bits Physical destination port at unit identified by
dst_upsid.
VSTAX.DST when RSV 42 1 bit Reserved field. Must be set to 0.
VSTAX.FWD_MODE is ) ; . - X
FWD_MULTICAST MC_IDX 41:32 10 bits  Forward to ports part of this multicast group index.
VSTAX.DST when RSV 42 1 bit Reserved field. Must be set to 0.
VSTAX.FWD_MODE is ; ; — -
FWD_GCPU_UPS DST_UPSID 41:37 5 bits Destination unit port set ID.
RSV 36 1 bit Reserved field. Must be set to 0.
DST_PN 35:32 4 bits CPU destination port at unit identified by
dst_upsid.
VSTAX.DST when RSV 42 1 bit Reserved field. Must be set to 0.
VSTAX.FWD_MODE is : . - X -
FWD_GCPU_ALL TTL_KEEP 41 1 bit Special TTL handling used for neighbor discovery.
RSV 40:36 5 bits Reserved field. Must be set to 0.
DST_PN 35:32 4 bits CPU destination port at unit identified by
dst_upsid.
TAG CL_PCP 31:29 3 bits Classified priority code point value.
CL_DElI 28 1 bit Classified drop eligible indicator value.
CL_VID 27:16 12 bits  Classified VID.
WAS_TAGGED 15 1 bit If set, frame was VLAN-tagged at reception.
TAG_TYPE 14 1 bit Tag type.
0: C-tag (EtherType 0x8100).
1: S-tag (EtherType 0x88A8).
INGR_PORT_TYPE 13:12 2 bits Ingress ports type for private VLANs/Asymmetric

VLANS.

00: Promiscuous port.
01: Community port.
10: Isolated port.
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Field Category Field Name Bit

Width

Description

SRC SRC_ADDR_MODE 10

1 bit

0: src_ind_port:

Individual port. Source consists of src_upsid and
src_upspn.

1: src_glag: Source consists of src_glag.

SRC_PORT_TYPE 11

1 bit

Only applicable if src_addr_mode==src_ind_port.
Reserved and must be set to 0 if
src_addr_mode==src_glag.

0: port_type_upspn.

1: port_type_intpn.

SRC_UPSID 9:5

5 bits

If src_addr_mode = src_ind_port:
ID of stack unit port set, where the frame was
initially received.

SRC_UPSPN 4:0

5 bits

If src_addr_mode = src_ind_port and
src_port_type = port_type_upspn:

Logical port number of the port (on source ups),
where the frame was initially received.

SRC_INTPN 3:0

4 bits

If src_addr_mode = src_ind_port and
src_port_type = port_type_intpn:
Internal port number.

SRC_GLAGID 0

5 bits

If src_addr_mode = src_glag:
ID of the GLAG.

3.4

Port Numbering and Mappings

The switch core contains an internal port numbering domain where ports are numbered from 0 through
14. A port connects to a port module, which connects to an interface macro, which connects to I/0 pins
on the device. The port modules are DEV2G5 or DEV10G. The interface macros are SERDES1G,

SERDES6G, SERDES10G, or a copper transceiver.

Some ports are internal to the device and do not connect to port modules or interface macros. For
example, internal ports are used for frame injection and extraction to the CPU queues.

The following table shows the default port numbering and how the ports map to port modules and

interface macros.

Table 4 « Default Port Numbering and Port Mappings
Maximum
Port Number Port Module Port Speed Interface Macro
0 DEV2G5_0 1 Gbps SERDES1G_0 or CUPHY_O
1 DEV2G5_1 1 Gbps SERDES1G_1 or CUPHY_1
2 DEV2G5_2 1 Gbps SERDES1G_2
3 DEV2G5_3 1 Gbps SERDES1G_3
4 (NPI) DEV2G5_4 1 Gbps SERDES1G_4
5 DEV2G5_5 2.5 Gbps SERDES6G_0
6 DEV2G5_6 2.5 Gbps SERDES6G_1
7 DEV2G5_7 2.5 Gbps SERDES10G_0
8 DEV2G5_8 2.5 Gbps SERDES10G_1
9 DEV10G_0 10 Gbps SERDES10G_2
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Table 4 « Default Port Numbering and Port Mappings (continued)

Maximum
Port Number Port Module Port Speed Interface Macro
10 DEV10G_1 10 Gbps SERDES10G_3
11 (CPUO) No port module No macro No macro
12 (CPU1) No port module No macro No macro
13 (VDO) No port module No macro No macro
14 (VD1) No port module No macro No macro

Ports 0 and 1 are dual-media ports and support either a SerDes interface or a copper transceiver.
Ports 11 through 14 are internal ports defined as follows:

*  Port 11 and port 12: CPU port 0 and 1 (CPUO, CPU1) are used for injection and extraction of frames.
*  Port 13: Virtual device 0 (VDO) is used for multicast routing.
*  Port 14: Virtual device 1 (VD1) is used for AFI frame injections.

The internal ports do not have associated port modules and interface macros.

The following table shows the fixed mapping from interface macros to the device 1/O pins.

Table 5« Interface Macro to I/0O Pin Mapping

SERDES Macros 1/0 Pin Names

CUPHY_0 to CUPHY_1 PO_D[3:0]N, PO_D[3:0]P through
P1_D[3:0]N, P1_D[3:0]P

SERDES1G_0 to SERDES1G_4 S0_RXN, SO_RXP, SO_TXN, SO_TXP through
S4_RXN, S4_RXP, S4_TXN, S4_TXP

SERDES6G_0 to SERDES6G_1 S5_RXN, S5_RXP, S5_TXN, S5_TXP through
S6_RXN, S6_RXP, S6_TXN, S6_TXP

SERDES10G_0 to SERDES10G_3  S7_RXN, S7_RXP, S7_TXN, S7_TXP through
S10_RXN, S10_RXP, S10_TXN, S10_TXP

3.41 Supported SerDes Interfaces

The device supports a range of SerDes interfaces. The following table lists the SerDes interfaces
supported by the SerDes ports, including standards, data rates, connectors, medium, and coding for
each interface.

Table 6 « Supported SerDes Interfaces

0o 3

- ©

n N0

W w w

Port oo

Port Interface Specification Speed Data Rate Connector Medium Coding Y 4 U
100BASE-FX IEEE 802.3, Clause 24 100M 125 Mbps SFP PCB 4B5B X X X
SGMII Cisco 1G 1.25 Gbps PCB 8B10B x x Xx
SFP SFP-MSA 1G 1.25 Gbps SFP PCB 8B10B x x Xx
1000BASE-KX |IEEE802.3, Clause 70 1G 1.25 Gbps PCB, 8B10B x x x

backplane
2.5G Proprietary (aligned to 2.5G 3.125 Gbps PCB 8B10B X X

SFP)
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Table 6 « Supported SerDes Interfaces (continued)

oo
- O
n N0
W ww
Port cee
Port Interface Specification Speed Data Rate Connector Medium Coding 4§ 4 U
10GBASE-KR |EEE 802.3, Clause 72 10G 1 x 10.3125 Gbps PCB, 64B66B X
backplane
SFP+(SFI) SFF-8431: 10G SFP+ PCB, cable 64B66B X
Direct Attached Cu 1 x10.3125 Gbps
IEEE 802.3, Clause 52
- LAN 1 x10.3125 Gbps

1. This column applies to SERDES6G ports, as well as SERDES10G_0 and SERDES10G_1.

3.4.2 Dual-Media Mode

Ports 0 and 1 are dual-media ports and support either a 1G copper transceiver or a 1G SERDES
interface. The dual-media mode is configurable per port through DEVCPU_GCB::PHY_CFG.PHY_ENA.

343 10G Modes

The two 10G ports can be used in two different modes:

* SFImode The 10G port connects to a SERDES10G macro through a DEV10G port module
enabling 10G SFI.

* 1G/2.5G mode The 10G port connects to a SERDES10G macro through a DEV2G5 port module
enabling 1G and 2.5G port speeds.

The 10G modes are configurable per 10G port through HSIO::HW_CFG. The following illustration shows
an overview of the 1/0 muxing, associated port modules, and SERDES macros for the 10G ports.
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Figure 8+« 10G Muxing
S9_TX/RXN/P S10_TX/RXN/P

SERDES10G_2
SERDES10G_3

HSIO::HW_CFG.DEV10G_0_MODE HSIO::HW_CFG.DEV10G_1_MODE
= = = =

10GBASE-KR
Training

10GBASE-KR
Training

10.3125 Gbps 1.25 Gbps 10.3125 Gbps 1.25 Gbps

PCS_XFI PCS1G PCS_XFI PCS1G
(SFD) (SGMIT) (SFI) (SGMIT)
KR FEC KR FEC
MAC10G MAC1G MAC10G MAC1G
PCS10G_BR PCS10G_BR
DEV10G_0 DEV2G5_9 DEV10G_1 DEV2G5_10
DEV1OG | Port#9 Port#9 | DEV2G5 || DEV1OG | Port #10 Port #10 | DEV2GS
Switch core Switch core

I:l Register target

The following table shows how the 10G ports connect to port modules and to SERDES macros for the
different modes.

Table 7 ¢ 10G Modes

10G Mode Port Number Port Module SERDES Macros

SFI 9 DEV10G_0 SERDES10G_2
10 DEV10G_1 SERDES10G_3
1G/2.5G 9 DEV2G5_9 SERDES10G_2
10 DEV2G5_10 SERDES10G_3

3.4.4 Logical Port Numbers

The analyzer and the rewriter uses in many places a logical port number. For instance, when link
aggregation is enabled, all ports within a link aggregation group must be configured to use the physical
port number of the port with the lowest port number within the group as logical port group ID. The

VMDS-10492 VSC7440 Datasheet Revision 4.2 27



Functional Descriptions

3.5

3.6

3.7

& Microsemi
a A8\ MicrocHiP company

mapping to a logical port number is configured in ANA_CL:PORT:PORT_ID_CFG.LPORT_NUM and
REW::PORT_CTRL.ESO_LPORT_NUM.

SERDES1G

The SERDES1G is a high-speed SerDes interface that can operate at 1.25 Gbps (SGMII/SerDes,
1000BASE-KX). In addition, 100 Mbps (100BASE-FX) is supported by oversampling.

The SERDES1G supports the configuration of several parameters for increased performance in the
specific application environment. The features include:

*  Baudrate support 1.25 Gbps
*  Programmable loop bandwidth and phase regulation behavior for clock and data recovery unit
(CDR)
* Input buffer (IB) and output buffer (OB) configurations supporting:
IB Signal Detect/Loss of Signal (LOS) options
IB equalization (including corner frequency configuration)
OB selectable de-emphasis
OB amplitude drive levels
OB slew rate control

SERDES6G

The SERDESG6G is a high-speed SerDes interface, which can operate at the following data rates.

*  1.25 Gbps (SGMII/SerDes 1000BASE-KX)
« 2.5Gbps
* 100 Mbps (100BASE-FX) is supported by oversampling.

The SERDES6G supports the configuration of several parameters for increased performance in the
specific application environment. Features include:

»  Configurable baud rate support from 1.25 Gbps to 2.5 Gbps.
+  Programmable loop bandwidth and phase regulation behavior for clock and data recovery unit
(CDR)
»  Phase-synchronization of transmitter when used in multilane aggregates for low skew between
lanes
* Input buffer (IB) and output buffer (OB) configurations supporting:
IB signal detect and loss of signal (LOS) options
IB adaptive equalization
OB programmable de-emphasis, 3 taps
OB amplitude drive levels
OB slew rate control
»  Loopbacks for system diagnostics

SERDES10G

The SERDES10G is a high-speed SERDES interface, which can operate from 1.25 Gbps up to
11.5 Gbps. Due to its frequency synthesizer, any data rate between these limits are supported. 100 Mbps
(100MBASE-FX) is supported by oversampling.

The SERDES10G supports the configuration of several parameters for increased performance in the
specific application environment. The features include the following:

«  Configurable baud rate support from 1.25 Gbps to 11.5 Gbps
+  Programmable CDR loop filter bandwidth and phase regulation behavior for receiver
*  Programmable offset and phase adjustment of sampling stage
»  Transmitter to receiver synchronization including programmable jitter filtering/attenuation (< 0.01 Hz)
»  |/O buffer configurations supporting:
IB signal detect and loss of signal (LOS) options
IB adaptive equalization with high performance CTLE and 4-tap DFE
OB programmable de-emphasis, 3 taps
OB configurable amplitude drive levels
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OB supply options (1.0 V or 1.2 V) for optimized drive strength
OB slew rate control
*  Loopbacks for system diagnostics

Copper Transceivers

This section describes the high-level functionality and operation of two built-in copper transceivers. The
integration is kept as close to multichip PHY and switch designs as possible. This allows a fast path for
software already running in a similar distributed design while still benefiting from the cost savings
provided by the integration.

3.8.1 Register Access
The registers of the integrated transceivers are not placed in the memory map of the switch, but are
attached instead to the built-in MIl management controller O of the device. As a result, PHY registers are
accessed indirectly through the switch registers. For more information, see MIl Management Controller,
page 350.
In addition to providing the IEEE 802.3 specified 16 MIl Standard Set registers, the PHYs contain an
extended set of registers that provide additional functionality. The devices support the following types of
registers:
* |IEEE Clause 22 device registers with addresses from 0 to 31
+  Two pages of extended registers with addresses from 16E1 through 30E1 and 16E2 through 30E2
»  General-purpose registers with addresses from 0G to 30G
* |EEE Clause 45 device registers accessible through the Clause 22 registers 13 and 14 to support
IEEE 802.3az Energy Efficient Ethernet registers
The memory mapping is controlled through PHY_MEMORY_PAGE_ACCESS::PAGE_ACCESS_CFG.
The following illustration shows the relationship between the device registers and their address spaces.
Figure 9« Register Space Layout
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3.8.1.1

3.8.1.2

Broadcast Write

The PHYs can be configured to accept MIl PHY register write operations, regardless of the destination
address of these writes. This is enabled in PHY_CTRL_STAT_EXT::BROADCAST_WRITE_ENA. This
enabling allows similar configurations to be sent quickly to multiple PHYs without having to do repeated
MIl PHY write operations. This feature applies only to writes; MIl PHY register read operations are still
interpreted with “correct” address.

Register Reset

The PHY can be reset through software, enabled in PHY_CTRL::SOFTWARE_RESET_ENA. Enabling
this field initiates a software reset of the PHY. Fields that are not described as sticky are returned to their
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default values. Fields that are described as sticky are only returned to defaults if sticky-reset is disabled
through PHY_CTRL_STAT_EXT::STICKY_RESET_ENA. Otherwise, they retain their values from prior to
the software reset. A hardware reset always brings all PHY registers back to their default values.

3.8.2 Cat5 Twisted Pair Media Interface

The twisted pair interfaces are compliant with IEEE 802.3-2008 and IEEE 802.3az for Energy Efficient
Ethernet.

3.8.2.1  Voltage-Mode Line Driver

Unlike many other gigabit PHYs, this PHY uses a patented voltage-mode line driver that allows it to fully
integrate the series termination resistors (required to connect the PHY’s Cat5 interface to an external 1:1
transformer). Also, the interface does not require placement of an external voltage on the center tap of
the magnetic. The following illustration shows the connections.

Figure 10« Cat5 Media Interface
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3.8.2.2 Cat5 Auto-Negotiation and Parallel Detection

The integrated transceivers support twisted pair auto-negotiation as defined by clause 28 of the IEEE
802.3-2008. The auto-negotiation process evaluates the advertised capabilities of the local PHY and its
link partner to determine the best possible operating mode. In particular, auto-negotiation can determine
speed, duplex configuration, and master or slave operating modes for T000BASE-TX. Auto-negotiation
also allows the device to communicate with the link partner (through the optional “next pages”) to set
attributes that may not otherwise be defined by the IEEE standard.

If the Cat5 link partner does not support auto-negotiation, the device automatically use parallel detection
to select the appropriate link speed.

Auto-negotiation can be disabled by clearing PHY_CTRL.AUTONEG_ENA. If auto-negotiation is
disabled, the state of the SPEED_SEL_MSB_CFG, SPEED_SEL_LSB_CFG, and
DUPLEX_MODE_CFG fields in the PHY_CTRL register determine the device’s operating speed and
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duplex mode. Note that while 10BASE-T and 100BASE-T do not require auto-negotiation, 1000BASE-T
does require it (defined by clause 40).

1000BASE-T Forced Mode Support

The integrated transceivers provides support for a 1000BASE-T forced test mode. In this mode, the PHY
can be forced into 1000BASE-T mode and does not require manual setting of master/slave at the two
ends of the link. This mode is only for test purposes. Do not use in normal operation. To configure a PHY
in this mode, set PHY_EEE_CTRL.FORCE_1000BT_ENA = 1, with
PHY_CTRL.SPEED_SEL_LSB_CFG =1 and PHY_CTRL.SPEED_SEL_LSB_CFG = 0.

Automatic Crossover and Polarity Detection

For trouble-free configuration and management of Ethernet links, the integrated transceivers include a
robust automatic crossover detection feature for all three speeds on the twisted-pair interface
(10BASE-T, 100BASE-T, and 1000BASE-T). Known as HP Auto-MDIX, the function is fully compliant
with clause 40 of the IEEE 802.3-2002.

Additionally, the device detects and corrects polarity errors on all MDI pairs—a useful capability that
exceeds the requirements of the standard.

Both HP Auto-MDIX detection and polarity correction are enabled in the device by default. Default
settings can be changed using the POL_INV_DIS and PAIR_SWAP_DIS fields in the
PHY_BYPASS_CTRL register. Status bits for each of these functions are located in the
PHY_AUX_CTRL_STAT register.

The integrated transceivers can be configured to perform HP Auto-MDIX, even when auto-negotiation is
disabled (PHY_CTRL.AUTONEG_ENA = 0) and the link is forced into 10/100 speeds. To enable the HP
Auto-MDIX feature, set PHY_BYPASS_CTRL.FORCED_SPEED_AUTO_MDIX_DIS to 0.

The HP Auto-MDIX algorithm successfully detects, corrects, and operates with any of the MDI wiring pair
combinations listed in the following table.

Table 8 « Supported MDI Pair Combinations

1,2 3,6 4,5 7,8 Mode

A B C D Normal MDI

B A D C Normal MDI-X

A B D C Normal MDI with pair swap on C and D pair

B A C D Normal MDI-X with pair swap on C and D pair

Manual MDI/MDI-X Setting

As an alternative to HP Auto-MDIX detection, the PHY can be forced to be MDI or MDI X using
PHY_EXT_MODE_CTRL.FORCE_MDI_CROSSOVER_ENA. Setting this field to 10 forces MDI, and
setting 11 forces MDI-X. Leaving the bits 00 enables the MDI/MDI-X setting to be based on
FORCED_SPEED_AUTO_MDIX_DIS and PAIR_SWAP_DIS in the register PHY_BYPASS_CTRL.

Link Speed Downshift

For operation in cabling environments that are incompatible with 1000BASE-T, the device provides an
automatic link speed “downshift” option. When enabled, the device automatically changes its 1000BASE-
T auto-negotiation advertisement to the next slower speed after a set number of failed attempts at
1000BASE-T. No reset is required to exit this state if a subsequent link partner with 1000BASE-T support
is connected. This is useful in setting up in networks using older cable installations that may include only
pairs A and B and not pairs C and D.

Link speed downshifting is configured and monitored using SPEED_DOWNSHIFT_STAT,
SPEED_DOWNSHIFT_CFG, and SPEED_DOWNSHIFT_ENA in the register PHY_CTRL_EXT3.
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Energy Efficient Ethernet

The integrated transceivers support IEEE 802.3az Energy Efficient Ethernet (EEE). This standard
provides a method for reducing power consumption on an Ethernet link during times of low use.
Low Power Idle Operation

Active Low-Power Idle Active
N N A
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das|s
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\

3.8.3

Figure 12 «

Ny
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Using LPI, the usage model for the link is to transmit data as fast as possible and then return to a low
power idle state. Energy is saved on the link by cycling between active and low power idle states. Power
is reduced during LPI by turning off unused circuits and, using this method, energy use scales with
bandwidth utilization.

The transceivers use LPI to optimize power dissipation in 100BASE-TX and 1000BASE-T operation. In
addition, IEEE 802.3az defines a 10BASE-Te mode that reduces transmit signal amplitude from 5 V to
approximately 3.3 V, peak-to-peak. This mode reduces power consumption in 10 Mbps link speed and
can fully interoperate with legacy 10BASE-T compliant PHY's over 100 m Cat5 cable or better.

To configure the transceivers in 10BASE-Te mode, set PHY_EEE_CTRL.EEE_LPI_RX_100BTX_DIS to
1 for each port. Additional Energy Efficient Ethernet features are controlled through Clause 45 registers
as defined in Clause 45 registers to Support Energy Efficient Ethernet

Wake-On-LAN and SecureOn

The device supports Wake-on-LAN, an Ethernet networking standard to awaken hosts by using a “magic
packet” that is decoded to ascertain the source, and then assert an interrupt pin or an LED. The device
also supports SecureOn to secure Wake-on-LAN against unauthorized access. The following illustration
shows an overview of the Wake-on-LAN functionality.

Wake-On-LAN Functionality

- Tx Path
<>
< Rx Path
Y
WOL_MAC_ADDR >
ADDR_REPEAT_CNT
Secure-On enable Wake-on-LAN
d Detect
Secure-On >
password length ’—>
Secure-On password —

v
WolL Detected

Wake-on-LAN detection is available in 10BASE-T, 100BASE-TX, and 1000BASE-T modes., It is enabled
by setting the interrupt mask register PHY_INT_MASK. WOL_INT_ENA and its status is read in the
interrupt status register PHY_INT_STAT. WOL_INT_PEND. Wake-on-LAN and SecureOn are configured
for each port using the PHY_WOL_MDINT_CTRL register. The MAC address for each port is saved in its
local register space (PHY_WOL_MAC_ADDRX).
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3.8.4 Ethernet Inline Powered Devices
The integrated transceivers can detect legacy inline powered devices in Ethernet network applications.
The inline powered detection capability can be part of a system that allows for IP-phone and other
devices, such as wireless access points, to receive power directly from their Ethernet cable, similar to
office digital phones receiving power from a Private Branch Exchange (PBX) office switch over the
telephone cabling. This can eliminate the need of an external power supply for an IP-phone. It also
enables the inline powered device to remain active during a power outage (assuming the Ethernet switch
is connected to an uninterrupted power supply, battery, back-up power generator, or some other
uninterruptable power source).
The following illustration shows an example of this type of application.
Figure 13 ¢+ Inline Powered Ethernet Switch
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The following procedure describes the process that an Ethernet switch must perform to process inline

power requests made by a link partner (LP); that is, in turn, capable of receiving inline power.

1.

2.

Enables the inline powered device detection mode on each transceiver using its serial management
interface. Set PHY_CTRL_EXT4.INLINE_POW_DET_ENAto 1.

Ensures that the Auto-Negotiation Enable bit (register 0.12) is also set to 1. In the application, the
device sends a special Fast Link Pulse (FLP) signal to the LP. Reading
PHY_CTRL_EXT4.INLINE_POW_DET_STAT returns 00 during the search for devices that require
Power-over-Ethernet (PoE).

The transceiver monitors its inputs for the FLP signal looped back by the LP. An LP capable of
receiving PoE loops back the FLP pulses when the LP is in a powered down state. This is reported
when PHY_CTRL_EXT4.INLINE_POW_DET_STAT reads back 01. If an LP device does not loop
back the FLP after a specific time, PHY_CTRL_EXT4.INLINE_POW_DET_STAT automatically
resets to 10.

If the transceiver reports that the LP needs PoE, the Ethernet switch must enable inline power on
this port, externally of the PHY.

The PHY automatically disables inline powered device detection if
PHY_CTRL_EXT4.INLINE_POW_DET_STAT automatically resets to 10, and then automatically
changes to its normal auto-negotiation process. A link is then auto-negotiated and established when
the link status bit is set (PHY_STAT.LINK_STAT is set to 1).
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6. Inthe event of a link failure (indicated when PHY_STAT.LINK_STAT reads 0), the inline power must
be disabled to the inline powered device external to the PHY. The transceiver disables its normal
auto-negotiation process and re-enables its inline powered device detection mode.

IEEE 802.3af PoE Support

The integrated transceivers are also compatible with switch designs intended for use in systems that
supply power to Data Terminal Equipment (DTE) by means of the MDI or twisted pair cable, as described
in clause 33 of the IEEE 802.3af.

ActiPHY™ Power Management

In addition to the IEEE-specified power-down control bit (PHY_CTRL.POWER_DOWN_ENA), the device
also includes an ActiPHY power management mode for each PHY. The ActiPHY mode enables support
for power-sensitive applications. It uses a signal detect function that monitors the media interface for the
presence of a link to determine when to automatically power-down the PHY. The PHY “wakes up” at a
programmable interval and attempts to wake-up the link partner PHY by sending a burst of FLP over
copper media.

The ActiPHY power management mode in the integrated transceivers is enabled on a per-port basis
during normal operation at any time by setting PHY_AUX_CTRL_STAT.ACTIPHY_ENAto 1.

Three operating states are possible when ActiPHY mode is enabled:

*  Low power state
*  LP wake-up state
»  Normal operating state (link up state)

The PHY switches between the low power state and the LP wake-up state at a programmable rate (the
default is two seconds) until signal energy is detected on the media interface pins. When signal energy is
detected, the PHY enters the normal operating state. If the PHY is in its normal operating state and the
link fails, the PHY returns to the low power state after the expiration of the link status time-out timer. After
reset, the PHY enters the low power state.

When auto-negotiation is enabled in the PHY, the ActiPHY state machine operates as described. If auto-
negotiation is disabled and the link is forced to use 10BT or 100BTX modes while the PHY is in its low
power state, the PHY continues to transition between the low power and LP wake-up states until signal
energy is detected on the media pins. At that time, the PHY transitions to the normal operating state and
stays in that state even when the link is dropped. If auto-negotiation is disabled while the PHY is in the
normal operation state, the PHY stays in that state when the link is dropped and does not transition back
to the low power state.

The following illustration shows the relationship between ActiPHY states and timers.
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ActiPHY State Diagram
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Low Power State
All major digital blocks are powered down in the lower power state.

In this state, the PHY monitors the media interface pins for signal energy. The PHY comes out of low
power state and transitions to the normal operating state when signal energy is detected on the media.
This happens when the PHY is connected to one of the following:

+  Auto-negotiation capable link partner
*  Another PHY in enhanced ActiPHY LP wake-up state

In the absence of signal energy on the media pins, the PHY transitions from the low power state to the
LP wake-up state periodically based on the programmable sleep timer
(PHY_CTRL_EXT3.ACTIPHY_SLEEP_TIMER). The actual sleep time duration is random, from —80 ms
to 60 ms, to avoid two linked PHYs in ActiPHY mode entering a lock-up state during operation.

After sending signal energy on the relevant media, the PHY returns to the low power state.

Link Partner Wake-up State

In the link partner wake-up state, the PHY attempts to wake up the link partner. Up to three complete FLP
bursts are sent on alternating pairs A and B of the Cat5 media for a duration based on the wake-up timer,
which is set using register bits 20E1.12:11.

After sending signal energy on the relevant media, the PHY returns to the low power state.

Normal Operating State

In normal operation, the PHY establishes a link with a link partner. When the media is unplugged or the
link partner is powered down, the PHY waits for the duration of the programmable link status time-out
timer, which is set using ACTIPHY_LINK_TIMER_MSB_CFG and ACTIPHY_LINK_TIMER_LSB_CFG in
the PHY_AUX_CTRL_STAT register. It then enters the low power state.

Testing Features

The integrated transceivers include several testing features designed to facilitate performing system-
level debugging.

Ethernet Packet Generator (EPG)

The Ethernet Packet Generator (EPG) can be used at each of the 10/100/1000BASE-T speed settings
for copper Cat5 media to isolate problems between the MAC and the PHY, or between a local PHY and
its remote link partner. Enabling the EPG feature effectively disables all MAC interface transmit pins and
selects the EPG as the source for all data transmitted onto the twisted pair interface.
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Important The EPG is intended for use with laboratory or in-system testing equipment only. Do not use
the EPG testing feature when the PHY is connected to a live network.

To use the EPG feature, set PHY_1000BT_EPG2.EPG_ENAto 1.

When PHY_1000BT_EPG2.EPG_RUN_ENA s set to 1, the PHY begins transmitting Ethernet packets
based on the settings in the PHY_1000BT_EPG1 and PHY_1000BT_EPG2 registers. These registers
set:

*  Source and destination addresses for each packet
* Packet size

* Inter-packet gap

*+ FCS state

*  Transmit duration

+ Payload pattern

If PHY_1000BT_EPG1.TRANSMIT_DURATION_CFG is set to 0, PHY_1000BT_EPG1.EPG_RUN_ENA
is cleared automatically after 30,000,000 packets are transmitted.

CRC Counters

Two separate CRC counters are available in the PHY: a 14-bit good CRC counter available through
PHY_CRC_GOOD_CNT.CRC_GOOD_PKT_CNT and a separate 8-bit bad CRC counter in
PHY_CTRL_EXT4.CRC_1000BT_CNT.

Far-End Loopback

The far-end loopback testing feature is enabled by setting
PHY_CTRL_EXT1.FAR_END_LOOPBACK_ENAto 1. When enabled, it forces incoming data from a link
partner on the current media interface, into the MAC interface of the PHY, to be re-transmitted back to the
link partner on the media interface as shown in the following illustration. The incoming data also appears
on the receive data pins of the MAC interface. Data present on the transmit data pins of the MAC
interface is ignored when using this testing feature.

Far-End Loopback Diagram

Link Partner PHY Switch

Rx

\

Cat5
Tx

Near-End Loopback

When the near-end loopback testing feature is enabled (by setting PHY_CTRL.LOOPBACK_ENAto 1),
data on the transmit data pins (TXD) is looped back in the PCS block, onto the device receive data pins
(RXD), as shown in the following illustration. When using this testing feature, no data is transmitted over
the network.

Near-End Loopback Diagram

Link Partner PHY Switch

Rx

Cat5
Tx
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3.8.7.5 Connector Loopback

The connector loopback testing feature allows the twisted pair interface to be looped back externally.
When using the connector loopback feature, the PHY must be connected to a loopback connector or a
loopback cable. Pair A must be connected to pair B, and pair C to pair D, as shown in the following
illustration. The connector loopback feature functions at all available interface speeds.

Figure 17 « Connector Loopback Diagram

PHY Switch

-

Cat5

O 0O @ >

When using the connector loopback testing feature, the device auto-negotiation, speed, and duplex
configuration is set using device registers 0, 4, and 9. For 1000BASE-T connector loopback, the
following additional writes are required, executed in the following steps:

1. Enable the 1000BASE-T connector loopback. Set
PHY_CTRL_EXT2.CON_LOOPBACK_1000BT_ENAto 1.
2. Disable pair swap correction. Set PHY_CTRL_EXT2.CON_LOOPBACK_1000BT_ENAto 1.

3.8.8  VeriPHY™ Cable Diagnostics

The integrated transceivers include a comprehensive suite of cable diagnostic functions that are
available through the on-board processor. These functions enable cable operating conditions and status
to be accessed and checked. The VeriPHY suite has the ability to identify the cable length and operating
conditions and to isolate common faults that can occur on the Cat5 twisted pair cabling.

For the functional details of the VeriPHY suite and the operating instructions, see the ENT-AN0125, PHY,
Integrated PHY-Switch VeriPHY - Cable Diagnostics Feature Application Note.

3.9 DEV1G and DEV2GS5 Port Modules

The DEV1G and DEV2G5 port modules are essentially the same with identical configurations. The only
difference is the bandwidth of the bus connecting the port module to the assembler. ADEV2G5 port
module can forward data at 2.5 Gbps while the DEV1G port module can forward data at 1 Gbps. The
bandwidth of the port module is configured in the SERDES macro connecting to the port module.

391 MAC

This section describes the high level functions and configuration options of the Media Access controller
(MAC) used in the DEV1G and DEV2G5 port modules.

The DEV1G MAC supports 10/100/1000 Mbps in full-duplex mode and 10/100 Mbps in half-duplex
mode.

For the DEV2G5 MAC, the supported speeds and duplex modes depend on the following associated
SERDES macro:

+ SERDES1G: 10/100/1000 Mbps in full-duplex mode and 10/100 Mbps in half-duplex mode.
+ SERDES6G: 10/100/1000/2500 Mbps in full-duplex mode and 10/100 Mbps in half-duplex mode.
+  SERDES10G: 10/100/1000/2500 Mbps in full-duplex mode and 10/100 Mbps in half-duplex mode.

The following table lists the registers associated with configuring the MAC.

Table 9 « DEV1G and DEV2G5 MAC Configuration Registers Overview

Register Description Replication
MAC_ENA_CFG Enabling of Rx and Tx data paths Per port module
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Table 9 « DEV1G and DEV2G5 MAC Configuration Registers Overview (continued)

Register Description Replication

MAC_MODE_CFG Port mode configuration Per port module
MAC_MAXLEN_CFG Maximum length configuration Per port module
MAC_TAGS_CFG VLAN/service tag configuration Per port module
MAC_TAGS_CFG2 VLAN/service tag configuration 2 Per port module
MAC_ADV_CHK_CFG Configuration to enable dropping of Type/Length error frames Per port module
MAC_IFG_CFG Inter-frame gap configuration Per port module
MAC_HDX_CFG Half-duplex configuration Per port module
MAC_STICKY Sticky bit recordings Per port module

3.9.1.1 Clock and Reset

There is a number of resets in the port module. All of the resets can be set and cleared simultaneously.
By default, all blocks are in the reset state. With reference to DEV_RST_CTRL register, the resets are as
listed in the following table.

Table 10+ DEV1G and DEV2G5 Reset

Register.Field Description
DEV_RST_CTRL.MAC _RX RST Reset MAC receiver
DEV_RST_CTRL.MAC_TX_RST Reset MAC transmitter
DEV_RST_CTRL.PCS_RX_RST Reset PCS receiver
DEV_RST_CTRL.PCS_TX RST Reset PCS transmitter

When changing the MAC configuration, the port must go through a reset cycle. This is done by writing
register DEV_RST_CTRL twice. On the first write, the reset bits are set. On the second write, the reset
bits are cleared. The non-reset field DEV_RST_CTRL.SPEED_SEL must keep its new value for both
writes.

3.9.1.2 Interrupts

The following table lists the eight interrupt sources defined for DEV1G and DEV2GS5 port modules. For
more information about general interrupt handling, see Interrupt Controller, page 364.

Table 11+ DEV1G and DEV2G5 Interrupt Sources Register Overview

Register.Field Description
DEV1G_INTR.FEF_FOUND_INTR_STICKY Far-end-fault indication found
DEV1G_INTR.TX_LPI_INTR_STICKY Low power idle transmit interrupt
DEV1G_INTR.RX_LPI_INTR_STICKY Low power idle receive interrupt
DEV1G_INTR.AN_PAGE_RX_INTR_STICKY New page event received by ANEG
DEV1G_INTR.AN_LINK_UP_INTR_STICKY ANEG - Link status has changed to up
DEV1G_INTR.AN_LINK_ DWN_INTR_STICKY ANEG - Link status has changed to down
DEV1G_INTR.LINK_UP_INTR_STICKY Link status is up

DEV1G_INTR. LINK_DWN_INTR_STICKY Link status is down
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Port Mode Configuration

The MAC provides a number of handles for configuring the port mode. With reference to the
MAC_MODE_CFG, MAC_IFG_CFG, and MAC_ENA_CFG registers, the handles are as listed in the
following table.

Table 12+ DEV1G and DEV2G5 Port Mode Configuration Registers Overview

Register.Field Description
MAC_MODE_CFG.FDX_ENA Enables full-duplex mode

MAC_ENA CFG.RX_ENA Enables MAC receiver module
MAC_ENA_CFG.TX_ENA Enables MAC transmitter module
MAC_IFG_CFG.TX_IFG Adjusts inter frame gap in Tx direction
DEV_RST _CTRL.SPEED_SEL Configures port speed and data rate

Clearing MAC_ENA_CFG.RX_ENA stops the reception of frames and further frames are discarded. An
ongoing frame reception is interrupted.

Clearing MAC_ENA_CFG.TX_ENA stops the dequeueing of frames from the egress queues, which
means that frames are held back in the egress queues. An ongoing frame transmission is completed.

TX inter-frame gap (MAC_IFG_CFG.TX_IFG) must be set according to selected speed and mode to
achieve 12 bytes IFG.

Half-Duplex Mode

The following special configuration options are available for half-duplex (HDX) mode.

+  Seed for back-off randomizer. MAC_HDX_CFG.SEED seeds the randomizer used by the back-off
algorithm. Use MAC_HDX_CFG.SEED_LOAD to load a new seed value.

* Retransmission of frame after excessive collision.
MAC_HDX_CFG.RETRY_AFTER_EXC_COL_ENA determines whether the MAC retransmits
frames after an excessive collision has occurred. If set, a frame is not dropped after excessive
collisions, but the back-off sequence is restarted. This is a violation of IEEE 802.3, but is useful in
non-dropping half-duplex flow control operation.

+ Late collision timing. MAC_HDX_CFG.LATE_COL_POS adjusts the border between a collision
and a late collision in steps of 1 byte. According to IEEE 802.3, section 21.3, this border is permitted
to be on data byte 56 (counting frame data from 1); that is, a frame experiencing a collision on data
byte 55 is always retransmitted, but it is never retransmitted when the collision is on byte 57. For
each higher LATE_COL_POS value, the border is moved 1 byte higher.

*  Rx-to-Tx inter-frame gap. The sum of MAC_IFG_CFG.RX_IFG1 and MAC_IFG_CFG.RX_IFG2
establishes the time for the Rx-to-Tx inter-frame gap. RX_IFG1 is the first part of half-duplex Rx-to-
Tx inter-frame gap. Within RX_IFGH1, this timing is restarted if carrier sense (CRS) has multiple high-
low transitions (due to noise). RX_IFG2 is the second part of half-duplex Rx-to-Tx inter-frame gap.
Within RX_IFG2, transitions on CRS are ignored.

Type/Length Check

The MAC supports frame lengths of up to 14,000 bytes. The maximum frame accepted by the MAC is
configurable and defined in MAC_MAXLEN_CFG.MAX_LEN.

The MAC allows 1/2/3 tagged frames to be 4/8/12 bytes longer respectively, than the specified maximum
length, with MAC_TAGS_CFG.VLAN_LEN_AWR_ENA. The MAC must be configured to look for VLAN
tags (MAC_TAGS_CFG.VLAN_AWR_ENA). By default, EtherType 0x8100 and 0x88A8 are identified as
VLAN tags. In addition, three custom EtherTypes can be configured by MAC_TAGS_CFG.TAG_ID,
MAC_TAGS_CFG2.TAG_ID2, and MAC_TAGS_CFG2.TAG_ID3.

If a received frame exceeds the maximum length, the frame is truncated and marked as aborted.

The MAC can drop frames with in-range and out-of-range length errors by enabling
MAC_ADV_CHK_CFG.LEN_DROP_ENA.
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3.9.3 Physical Coding Sublayer (PCS)
This section provides information about the Physical Coding Sublayer (PCS) block, where the auto-
negotiation process establishes mode of operation for a link. The PCS supports an SGMII mode and two
SerDes modes, 1000BASE-X and 100BASE-FX.
The following table lists the registers associated with the PCS.
Table 13+ DEV1G and DEV2G5 PCS Configuration Registers Overview
Register Description Replication
PCS1G_CFG PCS configuration Per PCS
PCS1G_MODE_CFG PCS mode configuration Per PCS
PCS1G_SD_CFG Signal Detect configuration Per PCS
PCS1G_ANEG_CFG Auto-negotiation configuration register Per PCS
PCS1G_ANEG_NP_CFG Auto-negotiation next page configuration Per PCS
PCS1G_LB_CFG Loopback configuration Per PCS
PCS1G_ANEG_STATUS Status signaling of PCS auto-negotiation process Per PCS
PCS1G_ANEG_NP_STATUS Status signaling of the PCS auto-negotiation next page process  Per PCS
PCS1G_LINK_STATUS Link status Per PCS
PCS1G_LINK_DOWN_CNT Link down counter Per PCS
PCS1G_STICKY Sticky bit register Per PCS
The PCS is enabled in PCS1G_CFG.PCS_ENA and PCS1G_MODE_CFG.SGMII_MODE_ENA selects
between the SGMII and SerDes mode. For information about enabling 100BASE-FX, see 100BASE-FX.
The PCS supports the IEEE 802.3, Clause 66 unidirectional mode, where the transmission of data is
independent of the state of the receive link (PCS1G_MODE_CFG.UNIDIR_MODE_ENA).
3.9.3.1 Auto-Negotiation

Auto-negotiation is enabled with PCS1G_ANEG_CFG.ANEG_ENA. To restart the auto-negotiation
process, PCS1G_ANEG_CFG.ANEG_RESTART_ONE_SHOT must be set.

In SGMII mode (PCS1G_MODE_CFG.SGMII_MODE_ENA = 1), matching the duplex mode with the link
partner must be ignored (PCS1G_ANEG_CFG.SW_RESOLVE_ENA). Otherwise the link is kept down
when the auto-negotiation process fails.

The advertised word for the auto-negotiation process (base page) is configured in
PCS1G_ANEG_CFG.ADV_ABILITY. The next page information is configured in
PCS1G_ANEG_NP_CFG.NP_TX.

When the auto-negotiation state machine has exchanged base page abilities, the
PCS1G_ANEG_STATUS.PAGE_RX_STICKY is asserted indicating that the link partner’s abilities were
received (PCS1G_ANEG_STATUS.LP_ADV_ABILITY).

If next page information need to be exchanged (only available in SerDes model, that is,
PCS1G_MODE_CFG.SGMII_MODE_ENA = 0), PAGE_RX_STICKY must be cleared, next page abilities
must be written to PCS1G_ANEG_NP_CFG.NP_TX, and
PCS1G_ANEG_NP_CFG.NP_LOADED_ONE_SHOT must be set. When the auto-negotiation state
machine has exchanged the next page abilities, the PCS1G_ANEG_STATUS.PAGE_RX_STICKY is
asserted again indicating that the link partner’s next page abilities were received
(PCS1G_ANEG_STATUS.LP_NP_RX). Additional exchanges of next page information are possible
using the same procedure.

Next page engagement is coded in bit 15 of Base Page of Next page information.
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After the last next page has been received, the auto-negotiation state machine enters the IDLE_DETECT
state, and the PCS1G_ANEG_STATUS.PR bit is set indicating that ability information exchange (base
page and possible next pages) has finished and software can now resolve priority. Appropriate actions,
such as Rx or Tx reset or auto-negotiation restart, can then be taken based on the negotiated abilities.
The LINK_OK state is reached one link timer period later.

When the auto-negotiation process reached the LINK_OK state,
PCS1G_ANEG_STATUS.ANEG_COMPLETE is asserted.

Link Surveillance

The current link status can be observed through PCS1G_LINK_STATUS.LINK_STATUS. The
LINK_STATUS is defined as either the PCS synchronization state or as bit 15 of
PCS1G_ANEG_STATUS.LP_ADV_ABILITY, which carries information about the link status in SGMII
mode.

Link down is defined as the auto-negotiation state machine being in neither the AN_DISABLE_LINK_OK
state nor the LINK_OK state for one link timer period. If a link down event occurred,
PCS1G_STICKY.LINK_DOWN_STICKY is set and PCS1G_LINK_DOWN_CNT is incremented. In
SGMII mode, the link timer period is 1.6 ms, whereas in SerDes mode, the link timer period is 10 ms.

The PCS synchronization state can be observed through PCS1G_LINK_STATUS.SYNC_STATUS.
Synchronization is lost when the PCS is not able to recover and decode data received from the attached
serial link.

Signal Detect

The PCS can be enabled to react to loss of signal through signal detect (PCS1G_SD_CFG.SD_ENA).
Upon loss of signal, the PCS Rx state machine is restarted, and frame reception stops. If signal detect is
disabled, no action is taken upon loss of signal. The polarity of signal detect is configurable in
PCS1G_SD_CFG.SD_POL.

The source of signal detect is selected in PCS1G_SD_CFG.SD_SEL to either the SerDes PMA or the
PMD receiver. If the SerDes PMA is used as source, the SerDes macro provides the signal detect. If the
PMD receiver is used as source, signal detect is sampled externally through one of the GPIO pins on the
device. For more information about the configuration of the GPIOs and signal detect, see Parallel Signal
Detect, page 354.

PCS1G_LINK_STATUS.SIGNAL_DETECT contains the current value of the signal detect input.

Tx Loopback

For debug purposes, the Tx data path in the PCS can be looped back into the Rx data path. This is
enabled through PCS1G_LB_CFG.TBI_HOST_LB_ENA.

Test Patterns
The following table lists the DEV1G and DEV2GS5 registers associated with configuring test patterns.

Table 14+ DEV1G and DEV2G5 PCS Test Pattern Configuration Registers

Register Description Replication
PCS1G_TSTPAT_MODE_CFG Test pattern configuration Per PCS
PCS1G_TSTPAT_STATUS Test pattern status Per PCS

PCS1G_TSTPAT_MODE_CFG.JTP_SEL overwrites normal operation of the PCS and enables
generation of jitter test patterns for debug. The jitter test patterns are defined in IEEE 802.3, Annex 36A.
The following patterns are supported.

* High frequency test pattern

* Low frequency test pattern

*  Mixed frequency test pattern

+  Continuous random test pattern with long frames
*  Continuous random test pattern with short frames
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The PCS1G_TSTPAT_MODE_STATUS register holds information about error and lock conditions while
running the jitter test patterns.

Low Power Idle

The following table lists the registers associated with Energy Efficient Ethernet (EEE) configuration and
status in PCS.

Table 15+ DEV1G and DEV2G5 PCS EEE Configuration Registers Overview

Register Description Replication
PCS1G_LPI_CFG Configuration of the PCS low power idle process Per PCS
PCS1G_LPI_ WAKE_ERROR_CNT Wake error counter Per PCS
PCS1G_LPI_STATUS Low power idle status Per PCS

3.9.3.7

The PCS supports Energy Efficient Ethernet (EEE) as defined by IEEE 802.3az. The PCS converts low
power idle (LPI) encoding between the MAC and the serial interface transparently. In addition, the PCS
provides control signals to stop data transmission in the SerDes macro. During low power idles, the serial
transmitter in the SerDes macro can be powered down, only interrupted periodically while transmitting
refresh information, which allows the receiver to notice that the link is still up but in power-down mode.

For more information about powering down the serial transmitter in the SerDes macro, see SERDES1G,
page 28 or SERDES6G, page 28.

It is not necessary to enable the PCS for EEE, because it is controlled indirectly by the shared queue
system. It is possible, however, to manually force the PCS into the low power idle mode through
PCS1G_LPI_CFG.TX_ASSERT_LPIDLE. During LPI mode, the PCS constantly encodes low power idle
with periodical refreshes. For more information about EEE, see Energy Efficient Ethernet, page 293.

The current low power idle state can be observed through PCS1G_LPI_STATUS for both receiver and
transmitter:

*+ RX_LPI_MODE: Set if the receiver is in low power idle mode.
+  RX_QUIET: Set if the receiver is in the quiet state of the low power idle mode. If cleared while
RX_LPI_MODE is set, the receiver is in the refresh state of the low power idle mode.

The same is observable for the transmitter through TX_LPI_MODE and TX_QUIET.

If an LPI symbol is received, the RX_LPI_EVENT_STICKY bit is set, and if an LPI symbol is transmitted,
the TX_LPI_EVENT_STICKY bit is set. These events are sticky.

The PCS1G_LPI_WAKE_ERROR_CNT wake-up error counter increments when the receiver detects a
signal and the PCS is not synchronized. This can happen when the transmitter fails to observe the wake-
up time or if the receiver is not able to synchronize in time.

100BASE-FX
The following table lists the registers associated with 100BASE-FX.

Table 16+ DEV1G and DEV2G5 100BASE-FX Configuration Registers Overview

Register Description Replication
PCS _FX100_CFG Configuration of the PCS 100BASE-FX mode Per PCS
PCS_FX100_STATUS Status of the PCS 100BASE-FX mode Per PCS

The PCS supports a 100BASE-FX mode in addition to the SGMII and 1000BASE-X SerDes modes. The
100BASE-X mode uses 4-bit/5-bit coding as specified in IEEE 802.3, Clause 24 for fiber connections.
The 100BASE-FX mode is enabled through PCS_FX100_CFG.PCS_ENA, which masks out all PCS1G
related registers.

The following options are available.
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Far-End Fault facility: In 100BASE-FX, the PCS supports the optional Far-End Fault facility. Both
Far-End Fault Generation (PCS_FX100_CFG.FEFGEN_ENA) and Far-End Fault Detection
(PCS_FX100_CFG.FEFCHK_ENA) are supported. A Far-End Fault incident is recorded in
PCS_FX100_STATUS.FEF_FOUND.

Signal Detect: 100BASE-FX has a similar signal detect scheme as of the SGMII and SERDES
modes. For 100BASE-FX, PCS_FX100_CFG.SD_ENA enables signal detect, and
PCS_FX100_CFG.SD_SEL selects the input source. The current status of the signal detect input
can be observed through PCS_FX100_STATUS.SIGNAL_DETECT. For more information about
signal detect, see Signal Detect, page 41.

Link Surveillance: The PCS synchronization status can be observed through
PCS_FX100_STATUS.SYNC_STATUS. When synchronization is lost the link breaks and
PCS_FX100_STATUS.SYNC_LOST_STICKY is set. The PCS continuously tries to recover the link.
Unidirectional mode: 100BASE-FX has a similar unidirectional mode as for the SGMII and SerDes
modes, enabled through PCS_FX100_CFG.UNIDIR_MODE_ENA.

3.9.4 Port Statistics
Port statistics for DEV1G and DEV2G5 port modules are collected in the assembler and is accessed
through registers in the assembler.
3.10 DEV10G Port Module
The DEV10G port module can be used in the full-duplex operation mode listed in the following table.
Table 17+ DEV10G Operation Mode
Lane IPG
Speed PCS Shrink Preamble Data Payload
Mode (Gbps) Lanes Encoding Used (Avg) Shrink Bandwidth Bandwidth Comment
SFI 10.3125 1 64b/66b PCS No No 10 Gbps 10 Gbps Standard
SFI SFI
3.10.1 MAC

This section describes the high level functions and the configuration options of the Media Access
Controller (MAC) that is used in the DEV10G port modules.

The following table lists the registers associated with configuring the DEV10G MAC.

Table 18« DEV10G MAC Configuration Registers Overview

Register Description Replication
MAC_ENA_CFG Enables of Rx and Tx data paths Per port
MAC_MODE_CFG Port mode configuration Per port
MAC_MAXLEN_CFG Maximum length configuration Per port
MAC_NUM_TAGS_CFG Number of tags configuration Per port

MAC_TAGS_CFG

VLAN/service tag configuration

Three per port

MAC_ADV_CHK_CFG Advance Check Feature configuration  Per port
MAC_LFS_CFG Link Fault Signaling configuration Per port
MAC_LB_CFG Loopback configuration Per port
MAC_STICKY Sticky bit recordings Per port
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Clock and Reset

There is a number of synchronous resets in the DEV10G port module. All of the resets can be set and
cleared simultaneously. By default, all blocks are in the reset state (reset active). The following tables
lists all available resets.

Table 19+ DEV10G Reset Registers Overview

Target::Register.Field Description
DEV10G::DEV_RST_CTRL.MAC_RX_RST Resets MAC receiver
DEV10G::DEV_RST _CTRL.MAC TX RST Resets MAC transmitter
DEV10G::DEV_RST_CTRL.PCS_RX_RST Resets PCS receiver
DEV10G::DEV_RST_CTRL.PCS_TX_RST Resets PCS transmitter

When changing the MAC configuration, the port must go through a reset cycle. This is done by writing
the register DEV10G::DEV_RST_CTRL twice. On the first write, all reset bits must be set to active (0x1).
On the second write, reset bits are cleared (0x0). Non-reset bits in DEV10G::DEV_RST_CTRL must
keep their value for both writes.

Interrupts

The following table lists the five interrupt sources defined for DEV10G port module. For more information
about general interrupt handling, see Interrupt Controller, page 364.

Table 20+ DEV10G Interrupt Sources Registers Overview

Target::Register.Field Description

DEV10G:INTR. PCS_BR_INTR One of the Base-R PCS interrupt indications is active
DEV10G:INTR.TX_LPIL_INTR TX low power idle mode has changed
DEV10G:INTR.RX_LPI_INTR RX low power idle mode has changed
DEV10G:INTR.LINK_UP_INTR Link status is up

DEV10G:INTR. LINK_DWN_INTR Link status is down

All the sticky events in SFI PCS can generate an interrupt if their corresponding interrupt mask is set to 1.
The following table lists the interrupt registers that are used for interrupt generation if corresponding
event bit is set from 10GBASE-R PCS (or SFI PCS).

Table 21+ DEV10G BASE-R PCS Interrupt Sources Registers Overview

Interrupt Mask Register Interrupt Register Sticky Bit Replication
PCS_INTR_MASK SFI PCS sticky bits Per PCS
KR_FEC_STICKY_MASK KR FEC sticky bits Per PCS
EEE_INTR_MASK SFI PCS EEE sticky bits Per PCS
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Table 22+ DEV10G Port Mode Configuration Registers Overview

Target::Register.Field

Description

DEV10G::DEV_RST_CTRL.SPEED_SEL

Configures MAC and PCS Rx/Tx clock frequencies.
6: Both MAC and PCS Rx/Tx clocks are disabled.
7: SF1 10 Gbps.

Unused values are reserved.

DEV10G:MAC_ENA_CFG.RX_ENA

Enable MAC receiver module.

DEV10G::MAC_ENA_CFG.TX_ENA

Enable MAC transmitter module.

DEV10G::MAC_MODE_CFG.TUNNEL_PAUSE_FRAMES

Enable tunneling of pause frames on a link.

DEV10G:MAC_MODE_CFG.MAC_PREAMBLE_CFG

Preamble format configuration.

DEV10G::MAC_MODE_CFG.MAC_IPG_CFG

IPG format configuration.

DEV10G:MAC_MODE_CFG. HIH_CRC_CHECK

Enable check for HiH checksum.

3.10.1.4 Typel/Length Check

The MAC supports frame lengths of up to 14,000 bytes. The maximum frame accepted by the MAC is
configurable and defined in DEV10G::MAC_MAXLEN_CFG.MAX_LEN. Maximum length is automatically
adjusted if one or more tags are included in the current frame. The MAC allows 1/2/3 tagged frames to be
4/8/12 bytes longer respectively, than the specified maximum length.
DEV10G::MAC_MAXLEN_CFG.MAX_LEN_TAG_CHK configures whether the max Length check takes
the number of tags into consideration.

A number of tags can be selected by DEV10G::MAC_NUM_TAGS_CFG.NUM_TAGS. By default,
EtherType 0x8100 and 0x88A8 are identified as VLAN tags. In addition, three custom EtherTypes can be
configured by MAC_TAGS_CFG.TAG_ID.

If a received frame exceeds the maximum length, the frame is truncated and marked as aborted.

The MAC can drop the frames with length (in-range and out-of-range) errors by enabling
MAC_ADV_CHK_CFG.INR_ERR_ENA and MAC_ADV_CHK_CFG.OOR_ERR_ENA.

There are also other checks available that can be enabled based on configurations listed in the following
table.

Table 23 «

DEV10G Port Module Advance Checks Configuration Registers

Target::Register.Field

Description

DEV10G::

MAC_ADV_CHK_CFG.EXT_EOP_CHK_ENA

Enables extended end of packet check.

DEV10G::

MAC_ADV_CHK_CFG.EXT_SOP_CHK_ENA

Enable extended start of packet check.

DEV10G::

MAC_ADV_CHK_CFG.SFD_CHK_ENA

Enable start-of-frame-delimiter check.

DEV10G::

MAC_ADV_CHK_CFG.PRM_SHK_CHK_DIS

Disable preamble shrink check.

DEV10G::

MAC_ADV_CHK_CFG.PRM_CHK_ENA

Enable preamble check.

DEV10G:

‘MAC_ADV_CHK_CFG.OOR_ERR_ENA

Enable out-of-range error check.

DEV10G::

MAC_ADV_CHK_CFG.INR_ERR_ENA

Enable in-range error check.

3.10.1.5 Local and Remote Fault Signaling

By default the MAC is configured to detect a Link Fault indication and react by transmitting the
appropriate sequence ordered set. The feature can be disabled completely using
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DEV10G::MAC_LFS_CFG.LFS_MODE_ENA. It is also possible to configure MAC into unidirectional
mode according to IEEE 802.3, Clause 66, where frames are transmitted while receiving link fault
indication but interleaved by appropriate ordered sets in between
(DEV10G::MAC_LFS_CFG.LFS_UNIDIR_ENA).

3.10.2 Physical Coding Sublayer (PCS)
This section describes the Physical Coding Sublayer (PCS) blocks included in the DEV10G port module.
The following table lists the applicable registers for DEV10G PCS configuration.
Table 24« DEV10G PCS Configuration Registers Overview
Register Description Replication
PCS_CFG SFI-PCS configuration Per PCS
PCS_SD_CFG SFI-PCS signal detect configuration Per PCS
The following table lists the applicable registers for DEV10G PCS status.
Table 25« DEV10G PCS Status Registers Overview
Register Description Replication
PCS_STATUS SFI-PCS status Per PCS
TX_ERRBLK_CNT SFI-PCS counter for number of times transmit FSM enters TX_E state Per PCS
TX_CHARERR_CNT SFI-PCS counter for number of invalid control characters transmitter ~ Per PCS
detected from MAC
RX_BER_CNT SFI-PCS counter for number of times receive BER FSM enters Per PCS
BER_BAD_SH state (ber_count)
RX_ERRBLK_CNT SFI-PCS counter for number of times receive FSM enters RX_E state Per PCS
RX_CHARERR_CNT SFI-PCS counter for receive number of invalid control characters after Per PCS
decoding
RX_OSET_FIFO_STAT SFI-PCS receive ordered set FIFO status Per PCS
RX_OSET_FIFO_DATA SFI-PCS receive ordered set FIFO data Per PCS
RX_FSET_FIFO_STAT SFI-PCS receive F-Sig FIFO status Per PCS
RX_FSET_FIFO_DATA SFI-PCS receive F-Sig FIFO data Per PCS
3.10.2.1 Backplane Auto-Negotiation
Backplane auto-negotiation must be used when normal auto-negotiation is disabled. For the DEV10G
port module there is no specific function or setup available.
3.10.2.2 Link Surveillance

For SFI mode of operation, current link status can be observed through
PCS_10GBASE_R::PCS_STATUS defined as follows:

To receive correct data, the PCS must achieve block lock
(PCS_10GBASE_R::PCS_STATUS.RX_BLOCK_LOCK). This block lock is achieved when PCS detects
a 66-bit boundary. Whenever the block lock is lost or achieved, a sticky bit is set
(PCS_10GBASE_R::PCS_INTR_STAT.LOCK_CHANGED_STICKY). Whenever a large number of false
sync headers is detected HI_BER (PCS_10GBASE_R::PCS_STATUS.RX_HI_BER) is asserted and a
sticky bit is set (PCS_10GBASE_R::PCS_INTR_STAT.RX_HI_BER_STICKY). If a local fault or remote
fault is received, it is flagged in PCS_10GBASE_R::PCS_INTR_STAT.RX_OSET_STICKY, and the
sequence ordered set received can be read from
PCS_10GBASE_R::RX_OSET_FIFO_DATA.RX_OSET_FIFO_DATA.
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PCS_10GBASE_R::RX_FSET_FIFO_STAT can be used to know how many ordered sets are captured
and FIFO full status.

3.10.2.3 Signal Detect
The PCS can be enabled to react to loss of signal through signal detect
(PCS_10GBASE_R::PCS_SD_CFG.SD_ENA). Upon loss of signal, the PCS Rx state machine is
restarted, and frame reception stops. If signal detect is disabled, no action is taken upon loss of signal.
The polarity of signal detect is configurable by PCS_10GBASE_R::PCS_SD_CFG.SD_POL, where value
of this bit indicates the active Signal Detect state of the selected input line.
The source of signal detect is selected in PCS_10GBASE_R::PCS_SD_CFG.SD_SEL to either the
SERDES PMA or the PMD receiver. If the SERDES PMA is used as source, the SERDES macro
provides the signal detect. If the PMD receiver is used as source, signal detect is sampled externally
through one of the GPIO pins on the device. For more information about the configuration of the GPIOs
and signal detect, see Parallel Signal Detect, page 354.
3.10.2.4 Tx Loopback
For debug purposes, there is a loopback path defined within all PCS blocks that loops back Tx data path
into the Rx data path. This is enabled through PCS_10GBASE_R::PCS_CFG.PMA_LOOPBACK_ENA
for PCS SFI.
3.10.2.5 Test Patterns
The following table lists the registers associated with configuring SFI PCS
Table 26 + DEV10G BASE-R PCS Test Pattern Configuration Registers Overview
Target::Register.Field Description Replication
PCS_10GBASE_R::PCS_CFG.TX_TEST_ Enables test pattern mode in SFI PCS transmitter. Per PCS
MODE
PCS_10GBASE_R::PCS_CFG.TX_TEST_ Enables test pattern mode in SFI PCS receiver. Per PCS
MODE
PCS_10GBASE_R:TEST_CFG Test pattern configuration register when test mode is Per PCS

enabled for SFI PCS

PCS_10GBASE_R:: TX_SEEDA_MSB.TX Most significant 26 bits of seed A used to initialize SFI Per PCS

_SEEDA_MSB PCS scrambler in test mode.

PCS_10GBASE_R:: TX_SEEDA LSB.TX_ Least significant 32 bits of seed A used to initialize SFI ~ Per PCS
SEEDA_LSB PCS scrambler in test mode.

PCS_10GBASE_R:: TX_SEEDB_MSB.TX Most significant 26 bits of seed B used to initialize SFI Per PCS
_SEEDB_MSB PCS scrambler in test mode.

PCS_10GBASE_R:: TX_SEEDB_LSB.TX_ Least significant 32 bits of seed B used to initialize SFI  Per PCS
SEEDB_LSB PCS scrambler in test mode.

PCS_10GBASE_R:: TX_DATAPAT_MSB.T Most significant 32 bits of 64-bit data pattern used in Per PCS
X_DATAPAT_MSB pseudo-random and user-defined test pattern mode for

transmitter of SFI PCS.

PCS_10GBASE_R:: TX_DATAPAT_LSB.T Least significant 32 bits of 64-bit data pattern used in Per PCS
X_DATAPAT_LSB pseudo-random and user-defined test pattern mode for

transmitter of SFI PCS.

PCS_10GBASE_R::RX_DATAPAT_MSB. Most significant 32 bits of 64-bit data pattern used in Per PCS
RX_DATAPAT_MSB pseudo-random and user-defined test pattern mode for

receiver of SFI PCS.

PCS_10GBASE_R::RX_DATAPAT_LSB.R Least significant 32 bits of 64-bit data pattern used in Per PCS
X_DATAPAT_LSB pseudo-random and user-defined test pattern mode for

receiver of SFI PCS.
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Table 26+ DEV10G BASE-R PCS Test Pattern Configuration Registers Overview (continued)

Target::Register.Field Description Replication
PCS_10GBASE_R::PCS_STATUS.TESTP When in test pattern check mode, this bit will read 1 if the Per PCS
AT_MATCH test pattern checker detects a match. When 0, the test

pattern does not match. The test pattern error counts
should still be used along with this register bit to
determine proper test match status. The bit will read back
1 only when the test pattern is matching. This may
happen even while test pattern errors are counted on
other clock cycles.

PCS_10GBASE_R:TEST_ERR_CNT.TES Count of detected test pattern errors in Rx test pattern Per PCS
T_ERR_CNT checker. Write 0 to clear.

By setting PCS_10GBASE_R::PCS_CFG.TX_TEST_MODE and
PCS_10GBASE_R::PCS_CFG.RX_TEST_MODE register bits to 1, test pattern mode is enabled in SFI
PCS. The following test patterns are supported as per IEEE 802.3, clause 49.2.8 and clause 49.2.12.

*  Square wave

*  Pseudo random
«  PRBS31

*  User defined

User-defined mode is a slightly modified test pattern in which the scrambiler is not initialized with any
seed value, so there will be no errors after every 128-block window.

Different types of test pattern generation can be chosen by configuring

PCS_10GBASE_R:: TEST_CFG.TX_TESTPAT_SEL and that of checkers by configuring
PCS_10GBASE_R:: TEST_CFG.RX_TESTPAT_SEL. For square wave test pattern generation, period
can be configured using PCS_10GBASE_R::TEST_CFG.TX_SQPW_4B. For pseudo-random test
pattern inversion of seeds and data is enabled by PCS_10GBASE_R::TEST_CFG.TX_DSBL_INV and
PCS_10GBASE_R:: TEST_CFG.RX_DSBL_INV.

3.10.2.6 Low Power Idle

The following table lists the configuration and status registers related to EEE in PCS.

Table 27« DEV10G PCS EEE Configuration and Status Registers Overview

Target::Register Description Replication
PCS_10GBASE_R:EEE_STATUS SFI PCS low power idle status. Per PCS
PCS_10GBASE_R::WAKE_ERR_CNT SFI PCS wake_error_counter value as Per PCS
specified in IEEE 802.3az, clause
49.2.13.2.4.

3.10.2.7 KRFEC
SFI PCS also supports KR FEC. The following table lists the applicable registers.

Table 28« DEV10G KR FEC Configuration and Status Registers Overview

Register Description Replication
KR_FEC_CFG KR FEC configuration register Per PCS
KR_FEC_STATUS KR FEC status Per PCS
KR_FEC_STICKY KR FEC sticky bits Per PCS
KR_FEC_CORRECTED KR FEC corrected error blocks counter Per PCS

KR_FEC_UNCORRECTED KR FEC uncorrected error blocks counter Per PCS
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To enable FEC, PCS_10GBASE_R::KR_FEC_ CFG.FEC_ENA must be set. In addition, data bits must be
flipped at KR FEC interface with PCS. This is achieved by setting both
PCS_10GBASE_R::KR_FEC_CFG.TX_DATA_FLIP and
PCS_10GBASE_R::KR_FEC_CFG.RX_DATA_FLIP to 1.

For enabling FEC error indication in the PCS register bit, set
PCS_10GBASE_R::KR_FEC_CFG.ENABLE_ERROR_INDICATION to 1. This ensures that SFI PCS
decodes the block correctly, and hence correct data is presented to MAC. When FEC looses frame lock,
it is reflected in the PCS_10GBASE_R::KR_FEC_STICKY.FEC_FRAME_LOCK_STICKY sticky bit.

There are two counters in FEC for counting corrected and uncorrected error blocks. These are cleared
by writing a 1 to PCS_10GBASE_R::KR_FEC_CFG.RESET_MONITOR_COUNTERS, followed by a 0.

When the counters cross a threshold value configurable by
PCS_10GBASE_R::FIXED_ERROR_COUNT_THRESHOLD and
PCS_10GBASE_R::UNFIXABLE_ERROR_COUNT_THRESHOLD, two corresponding sticky bits are set
(PCS_10GBASE_R::KR_FEC_STICKY.FEC_FIXED_ERROR_COUNT_STICKY and
PCS_10GBASE_R::KR_FEC_STICKY.FEC_UNFIXABLE_ERROR_COUNT_STICKY).

Note: KR FEC must not be enabled when EEE is enabled. This mode is not supported.
3.10.3 Port Statistics
The DEV10G port module contains a set of port statistics. Packets counters are 32 bits wide and byte
counters are 40 bits wide. The following table lists the counters. The counters are writable. In particular,
the counters are cleared by writing a 0 to each counter.
Table 29« DEV10G Statistics Registers Overview
Register Description

RX_SYMBOL_ERR_CNT

Rx symbol carrier error counter

RX_PAUSE_CNT

Rx pause frame counter

RX_UNSUP_OPCODE_CNT

Rx Control frame counter

RX_UC_CNT Rx unicast frame counter
RX_MC_CNT Rx multicast frame counter
RX_BC_CNT Rx broadcast frame counter

RX_CRC_ERR_CNT

Rx CRC error counter

RX_UNDERSIZE_CNT

Rx undersize counter (valid frame format)

RX_FRAGMENTS_CNT

Rx undersize counter (CRC error)

RX_IN_RANGE_LEN_ERR_CNT

Rx in-range length error counter

RX_OUT_OF_RANGE_LEN_ERR_CNT

Rx out-of-range length error counter

RX_OVERSIZE_CNT

Rx oversize counter (valid frame format)

RX_JABBERS_CNT

Rx jabbers counter

RX_SIZE64_CNT

Rx 64 byte frame counter

RX_SIZE65TO127_CNT

Rx 65-127 byte frame counter

RX_SIZE128T0255_CNT

Rx 128-255 byte frame counter

RX_SIZE256TO511_CNT

Rx 256-511 byte frame counter.

RX_SIZE512TO1023_CNT

Rx 512-1023 byte frame counter.

RX_SIZE1024TO1518_CNT

Rx 1024-1518 byte frame counter.

RX_SIZE1519TOMAX_CNT

Rx 1519 to max. length byte frame counter.

RX_IPG_SHRINK_CNT

Rx Inter packet gap shrink counter.
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Table 29 DEV10G Statistics Registers Overview (continued)

Register Description
TX_PAUSE_CNT Tx Pause frame counter.
TX_UC_CNT Tx unicast frame counter.
TX_MC_CNT Tx multicast frame counter.
TX_BC_CNT Tx broadcast frame counter.

TX_SIZE64_CNT

Tx 64 byte frame counter.

TX_SIZE65TO127_CNT

Tx 65-127 byte frame counter.

TX_SIZE128TO255_CNT

Tx 128-255 byte frame counter.

TX_SIZE256TO511_CNT

Tx 256-511 byte frame counter.

TX_SIZE512TO1023_CNT

Tx 512-1023 byte frame counter.

TX_SIZE1024TO1518_CNT

Tx 1024-1518 byte frame counter.

TX_SIZE1519TOMAX_CNT

Tx 1519 to max. length byte frame counter.

RX_ALIGNMENT_LOST_CNT

Counter to track the dribble-nibble (extra nibble) errors in frames.

RX_TAGGED_FRMS_CNT

Counts frames that are tagged (C-tagged or S-tagged).

RX_UNTAGGED_FRMS_CNT

Counts frames that are Not tagged (neither C-tagged nor S-tagged).

TX_TAGGED_FRMS_CNT

Counts frames that are tagged (C-tagged or S-tagged).

TX_UNTAGGED_FRMS_CNT

Counts frames that are Not tagged (neither C-tagged nor S-tagged).

RX_HIH_CKSM_ERR_CNT

Rx HiH checksum error counter.

RX_XGMII_PROT_ERR_CNT

Rx XGMII protocol error counter.

3.11

Assembler

The assembler (ASM) block is responsible for collecting words from the smaller taxi bus and assembling
them into cells. It is also responsible for the loopback path between the rewriter and the analyzer.

For the first cell of a frame, which is the SOF cell, the assembler adds room for a 28-byte internal frame
header (IFH). On a stacking port, the stacking tag is extracted from the frame data and placed in the
respective part of the IFH.

The assembler receives a calendar sequence from the queue system defining in the sequence the ports
should be served on the outgoing cell bus.

The assembler also detects PAUSE frames and forwards the extracted PAUSE information to the
disassembler. PFC pause information extracted from PFC PAUSE frames are forwarded to the queue
system.

Finally, the assembler collects the port statistics for all lower speed ports, which are the DEV1G and
DEV2G5 ports. Statistics for the high-speed DEV10G ports are handled locally in the port module.

3.11.1 Setting Up a Port in the Assembler
The following table lists the port configuration registers within the assembler. Ethernet ports and CPU
ports are configured using the same registers. Some of the fields are only relevant for setting up a CPU
port (internal or external) and they will be covered in a later section.
Table 30+ Port Configuration Register Overview
Target::Register.Field Description Replication
ASM::PORT_CFG.NO_PREAMBLE_ENA Preamble configuration of incoming frames. Per port
ASM::PORT_CFG.SKIP_PREAMBLE_ENA  Preamble configuration of incoming frames. Per port
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Table 30+ Port Configuration Register Overview (continued)

Target::Register.Field Description Replication
ASM::PORT_CFG.PAD_ENA Enable padding. Per port
ASM::PORT_CFG.INJ_DISCARD_CFG Configures discard behavior for injected frames. Per port
ASM::PORT_CFG.INJ_FORMAT_CFG Configure format of injected frames. Per port
ASM::PORT_CFG.VSTAX2_AWR_ENA Enable VStaX stacking header awareness. Per port

By default, an Ethernet port does not need configuration in the assembler as long as special settings are
not required. However, the following exceptions may apply:

If the port is used as a stacking port, set ASM::PORT_CFG.VSTAX2_AWR_ENA, which enables
detection of the VStaX stacking header. If a VStaX stacking header is found, the assembler will remove
the header from the frame and put it into the internal frame header.

Frames received from the port modules are preamble prepended by default. If a port module is
configured for preamble shrink mode, the ASM::PORT_CFG.NO_PREAMBLE_ENA must be set to 1,
because the port module does not prepend a preamble in this mode.

When ASM::PORT_CFG.PAD_ENA: s set, frames that are smaller than 64 bytes are padded to reach the
minimum frame size.

The assembler has a built-in frame fragment detection mechanism for incoming frames that were started
but never received their EOF (because the port module was taken down, for example). These frames are
normally finalized by creating an EOF abort marked cell. If a frame has been discarded, it is noted in
ASM::PORT_STICKY.FRM_AGING_STICKY. The following table lists the port status register.

Table 31+ Port Status Register Overview

Target::Register.Field Description Replication

ASM::PORT_STICKY.IFH_PREFIX_ERR_STICKY Injection format mismatch sticky bit Per port

ASM::PORT_STICKY.FRM_AGING_STICKY Frame aging sticky bit Per port
3.11.2 Setting Up a Port for Frame Injection

Any front port and the internal CPU ports (ports 11-12) can be configured for frame injection. Frames that
are to be injected must have an IFH prepended the frame data. Optionally, the frame can further be
prepended an SMAC, a DMAC, and a VLAN tag. This results in the following three prefix formats for
injection frames:

* Injection with long prefix
* Injection with short prefix
* Injection with no prefix

The injection format is selected in ASM::PORT_CFG.INJ_FORMAT_CFG. The prefix formats are shown
in the following illustration.
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Frame Injection Formats

Injection with long prefix:

Tnjection

Any DMAC Any SMAC 8880 | 0009 IFH .
48 bits 48 bits VLAN g1 6'hits| 16 bits 224 bits Original frame
32 bits
Injection with short prefix:
Any DMAC Any SMAC 8880 | 0009 IFH Original frame
48 bits 48 bits 16 bits|16 bits 224 bits 9

Injection with no prefix:

IFH

224 bits Original frame

Start-of-frame

3.11.3

For the long prefix, the incoming frame is matching against a programmable VLAN tag. The VLAN tag is
common for all ports. Only the VID and TPID fields of the VLAN tag are compared. The following table
lists the injection VLAN configuration register.

Table 32+ Injection VLAN Register Overview

Target::Register.Field Description Replication
ASM::INJ_VLAN_CFG.INJ_VID_CFG Injection tag VID 1
ASM::INJ_VLAN_CFG.INJ_TPID_CFG Injection tag TPID 1

When a port is setup to receive frames with either a short prefix or a long prefix, the incoming frames are
checked against the selected prefix. If the prefix does not match, an error indication is set in
ASM::PORT_STICKY.IFH_PREFIX_ERR_STICKY. Depending on the setting of
ASM::PORT_CFG.INJ_DISCARD_CFG, the frames are processed in one of the three following modes.

*  None. Both compliant and non-compliant frames are forwarded. Compliant frames are forwarded
based on the IFH, and non-compliant frames are forwarded as regular frames.

»  Drop non-compliant. Compliant frames are forwarded based on the IFH, and non-compliant frames
are discarded.

+  Drop compliant. Compliant frame are discarded, and non-compliant frames are forwarded as normal
frames.

If a CPU port is used for frame injection, ASM::PORT_CFG.NO_PREAMBLE_ENA must be set to 1 so
that the assembler does not expect frame data to be prepended with a preamble.

If a front port is used for frame injection, ASM::PORT_CFG.SKIP_PREAMBLE_ENA must be setto 1 to
discard the preamble data before processing of the prepended injection header.

Setting Up MAC Control Sublayer PAUSE Frame Detection

The following table lists the PAUSE frame detection configuration registers in the assembler.

Table 33+ PAUSE Frame Detection Configuration Register Overview

Target::Register.Field Description Replication
ASM::PAUSE_CFG.ABORT_PAUSE_ENA Stop forwarding of PAUSE frames Per port
ASM::PAUSE_CFG.ABORT_CTRL_ENA Stop forwarding of MAC control frames Per port

ASM::MAC_ADDR_HIGH_CFG.MAC_ADDR_HIGH Bits 47-24 of DMAC address checked in Per port

MAC_Control frames

ASM::MAC_ADDR_LOW_CFG.MAC_ADDR_LOW Bits 23-0 of DMAC address checked in  Per port

MAC_Control frames
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The assembler is responsible for detecting PAUSE frames and forwarding the PAUSE value to the
disassembler. Because PAUSE frames belong to the MAC control sublayer, they should in general be
filtered and not forwarded to a higher layer; that is, forwarded on the cell bus so they reach the analyzer.
The filtering is done by abort marking the frame.

The PAUSE frame and other MAC control frames can be forwarded to the analyzer. For PAUSE frame
forwarding, ASM::PAUSE_CFG.ABORT_PAUSE_ENA must be set to 0. For other MAC control frame
forwarding, ASM::PAUSE_CFG.ABORT_CTRL_ENA must be set to 0.

When PAUSE frames are received, the DMAC address is checked. The DMAC address must be either
the 48-bit multicast address 01-80-C2-00-00-01 as mentioned by IEEE802.3 Annex 31B.1 or the MAC
address of the port, which is configured in ASM::MAC_ADDR_HIGH_CFG.MAC_ADDR_HIGH and
ASM::MAC_ADDR_LOW_CFG.MAC_ADDR_LOW.

The values configured in ASM::MAC_ADDR_HIGH_CFG.MAC_ADDR_HIGH and
ASM::MAC_ADDR_LOW_CFG.MAC_ADDR_LOW must match the value configured in
DSM::MAC_ADDR_BASE_HIGH_CFG.MAC_ADDR_HIGH and
DSM::MAC_ADDR_BASE_LOW_CFG.MAC_ADDR_LOW.

The number of received PAUSE frames is tracked as part of the port statistics. For more information, see
Setting Up Assembler Port Statistics, page 53.

Setting Up PFC

The PFC module of the assembler identifies PFC PAUSE frames by checking if the DMAC matches the
reserved multicast address 01-80-¢2-00-00-01, the Type/Length field matches a MAC control frame
(0x8808), and the opcode is indicating a PFC frame (0x0101). Upon receiving a PFC PAUSE frame, the
assembler extracts and stores the timer information for all enabled priorities in the assembler PFC
timers. The PFC module generates a stop signal towards the queue system based on the current timer
values.

Detection of PFC frames is enabled by setting ASM::PFC_CFG.RX_PFC_ENA to 1 for the respective
(port,priority). When enabling PFC the current link speed for the port must be configured in
ASM::PFC_CFG.FC_LINK_SPEED for timing information to be evaluated correctly. The PFC
configuration registers are shown in the following table.

Table 34+ PFC Configuration Register Overview

Target::Register.Field Description Replication
ASM::PFC_CFG.RX_PFC_ENA Enable PFC per priority Per port
ASM::PFC_CFG.FC_LINK_SPEED  Configure the link speed Per port

Setting Up Assembler Port Statistics

The assembler collects port statistics for all DEV1Gs and DEV2G5s. Statistics are also collected from the
disassembler and the assembler. Port statistics for DEV10Gs are not collected in the assembler and
must be looked up in each DEV10G separately.

The following table lists the port statistics configuration register in the assembler.

Table 35+ Port Statistics Configuration Register Overview

Target::Register.Field Description Replication

ASM::STAT_CFG.STAT_CNT_CLR_SHOT  Statistics counter initialization. 1

ASM::PORT_CFG.CSC_STAT_DIS Disables collection of statistics in the Per port
ASM.

Port statistics inside the ASM are stored in RAMs. Before they can be used, they must be initialized to 0
by setting ASM::STAT_CFG.STAT_CNT_CLR_SHOT to 1.
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The statistic counters start counting as soon as the hardware has reset
ASM::STAT_CFG.STAT_CNT_CLR_SHOT to 0.

For information about the lists of port statistics registers available per port, see ASM:DEV_STATISTICS
register group in the Register List.

For the 10G capable ports, set ASM::PORT_CFG.CSC_STAT_DIS to 1 when the port is set up for
speeds faster than 2.5G, because the collection of statistics are handled locally in the DEV10G. For lower
speeds, the port uses a DEV2GS5.

All statistic counters have a width of 32 bits, except for the five byte-counters; RX_IN_BYTES_CNT,
RX_OK_BYTES_CNT, RX_BAD_BYTES_CNT, TX_OUT_BYTES_CNT, and TX_OK_BYTES_CNT.
Those have an additional 4-bit MSB counter. When reading from counters with more than 32 bits, the
non-MSB part has to be read first in order to latch the MSB part into a shadow register, where the value
can be read afterward. For writing, the MSB part must be written first.

3.11.6 Setting Up the Loopback Path

Cells to be looped back by the assembler are received on a separate loopback cell bus interface from the
rewriter. The assembler merges the loopback data with data received from the ports onto the outgoing
cell bus towards the analyzer. Loopback data belongs to one of the three following types.

»  Virtual device 0 (VDO)
*  Virtual device 1 (VD1)
*  Front port loopback (LBK)

Each of the three loopback traffic types has its own FIFO. VDO is accessed at register replication 0, VD1
at register replication 1, and LBK at register replication 2. The following table lists the loopback
configuration registers.

Table 36 «+ Loopback FIFO Configuration Register Overview

Target::Register.Field Description Replication
ASM::LBK_FIFO_CFG.FIFO_FLUSH Flush all data in the FIFO. Per FIFO
ASM::\VD_FC_WM.VD_FC_WM Watermark for flow control towards the Per VD FIFO

queue system.

A FIFO can be flushed using the ASM::LBK_FIFO_CFG.FIFO_FLUSH register. The register field clears
itself when the flush is completed.

Cells in the FIFO can be discarded due to aging. If a frame is discarded due to aging, a per port sticky bit
is set in ASM::LBK_AGING_STICKY. The following table lists the loopback FIFO sticky bit registers.

Table 37+ Loopback FIFO Sticky-Bit Registers Overview

Target::Register.Field Description Replication
ASM::LBK_AGING_STICKY.LBK_AGING_ Set if a frame has been discarded due to 1

STICKY aging. Per port bitmask.
ASM::.LBK_OVFLW_STICKY.LBK_OVFLW Set if a frame have been discarded due 1

_STICKY to overflow.

For VDO and VD1, the loopback block pushes back towards the queue system to avoid FIFO overflows.
The watermark for configuring the FIFO level at which push back is active can be set in
ASM::\VD_FC_WM.VD_FC_WM. The watermark can be configured individually for VDO and VD1.

No flow control handling exists for the LBK FIFO. In case of overflow, all new cells received from the
rewriter are discarded, and a bit in the ASM::LBK_OVFLW_STICKY.LBK_OVFLW_STICKY sticky-bit
register is set.
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Versatile Content-Aware Processor (VCAP)

The Versatile Content-Aware Processor (VCAP™) is a content-aware packet processor that allows wire-
speed packet inspection for rich implementation of, for example, advanced VLAN and QoS classification
and manipulations, IP source guarding, and security features for wireline and wireless applications. This
is achieved by programming rules into the VCAP.

When a VCAP is enabled, every frame passing though the switch is analyzed and multiple keys are
created based on the contents of the packet. The frame is examined to determine the frame type (for
example, IPv4 TCP frame), so that the frame information is extracted according to the frame type, port-
specific configuration, and classification results from the basic classification. Keys are applied to the
VCAP and when there is a match between a key and a rule in the VCAP, the rule is then applied to the
packet from which the key was extracted.

Arrule consists of an entry, an action, and a counter. Keys are matched against the entry of a rule. When
a rule is matched, the action is returned by the VCAP, and the rule’s counter is incremented.

One and only one rule will match a key. If a key matches more than one rule, the rule at the highest
address is selected. This means that a rule at high address takes priority over rules at lower addresses.
When a key does not match a rule, a default rule is triggered. A default rule’s action is programmable just
like regular rules. Some VCAPs have more than one default rule; which default rule to use is determined
at the same time as the key is created and applied to the VCAP.

This section provides information about entries and actions in general terms. When discussing an entry
or an action, it is considered a vector of bits that is provided by software. For information about building
classification matching (CLM) keys, see VCAP CLM Keys and Actions, page 71. For information about
building ingress stage 2 (IS2) keys, see VCAP IS2 Keys and Actions, page 150. For information about
building longest prefix matching (LPM) keys, see VCAP LPM: Keys and Action, page 131. For
information about building egress stage 0 (ES0) keys, see VCAP_ESO Lookup, page 247.

The following sections describe how to program rules into the VCAPs of the device. First, a general
description of configuration and VCAP operations is provided, including a description of wide VCAP
rules. Second, detailed information about individual VCAPs is provided. Finally, a few practical examples
illustrate how everything fits together when programming rules into VCAPs.

Configuring VCAP

Registers are available in two targets: VCAP_ES0 and VCAP_SUPER. Use VCAP_ESO to configure the
VCAP ESO target and the VCAP_SUPER target for all other VCAPs.

The following table lists the registers associated with VCAP_ES0 and VCAP_SUPER.

Table 38+ VCAP_ESO0 and VCAP_SUPER Registers

Register Description

VCAP_UPDATE_CTRL Initiates of read/write/move/initialization operations
VCAP_MV_CFG Configures move/initialization operations

VCAP_CORE_IDX Resource allocation, core index (does not apply to ES0)
VCAP_CORE_MAP Resource allocation, mapping of cores (does not apply to ES0)
VCAP_ENTRY_DAT Cache: Entry data

VCAP_MASK_DAT Cache: Entry mask

VCAP_ACTION_DAT Cache: Action

VCAP_CNT_DAT Cache: Sticky-counter

VCAP_RULE_ENA Cache: Rule enable (only applies to ESO0)

Arule in the VCAP consists of an entry, action, and counter showing if the entry was hit. Rules are
accessed indirectly though a cache. The cache corresponds to one address in VCAP memory. Software
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access the cache using the VCAP configuration registers VCAP_ENTRY_DAT, VCAP_MASK_DAT,
VCAP_ACTION_DAT, and VCAP_CNT_DAT.

The following illustration shows an example cache register mapping for a VCAP with 36-bit entry
data/mask, 70-bit action, and a 1-bit sticky counter. Cache registers are replicated to accommodate fields
that are wider than 32 bits. For example, if the entry size is 36 bits, bits [31:0] are accessed using
VCAP_ENTRY_DAT[0][31:0], and bits [35:32] are accessed using VCAP_ENTRY_DAT[1][3:0].

Figure 19+ VCAP Cache Layout Example

VCAP_ENTRY_DAT Entry Data

don’t care

5
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idx: O
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VCAP_MASK_DAT Entry Mask

don’t care

o}
X
IR F———
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VCAP_ACTION_DAT Action

don’t care

o

VCAP_CNT_DAT Counter

don'tcare | &
)

Entries have both entry data and entry mask fields. This allows a don’t-care of any bit position in the key
when matching a key against entries.

Table 39« Entry Bit Encoding

VCAP_ENTRY_DAT[n]/V
CAP_MASK_DAT[n] Description

0/0 Bit n is encoded for the match-0 operation. When a key is applied to the VCAP, this bit
in the entry will match a 0 at position n in the key.

0/1 Bit n is encoded for match-any operation. When a key is applied to the VCAP, this bit in
the entry will match both 0 and 1 at position n in the key.
This encoding is sometimes referred to as don’t care.

1/0 Bit n is encoded for match-1 operation. When a key is applied to the VCAP, this bit in
the entry will match a 1 at position n in the key.

17 Bit n is encoded for match-off operation. The entry will never match any keys.
This encoding is not available in the VCAP ESO. Instead, it is treated as match-any.

When programming a rule that does not use all the available bits in the cache, remaining (undefined)
entry bits must be set to match-0, and action bits must be set to zeros.
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To disable a rule, one or more bits in the entry is set to match-off. VCAP ESO does not allow match-off
encoding. Rules are instead enabled and disabled by the VCAP_RULE_ENA.RULE_ENA cache field.

The counter for a rule is incremented when the entry of the rule is matched by a key. Counters that are 1-
bit wide do not wrap, but instead saturate at 1.

Writing, Reading, and Initializing Rules
All access to and from VCAP memory goes through the cache.

To write a rule in the VCAP memory at address a: Entry data, entry action, and counter is first written to
the cache registers and then transferred into VCAP memory by triggering a write operation on the cache
by setting VCAP_UPDATE_CTRL.UPDATE_CMD = 0, VCAP_UPDATE_CTRL.UPDATE_ADDR = a,
and VCAP_UPDATE_CTRL.UPDATE_SHOT = 1. The UPDATE_SHOT field is cleared by hardware
when the rule has put into VCAP memory.

To read a rule from address a in the VCAP memory: Trigger a read operation on the cache by setting
VCAP_UPDATE_CTRL.UPDATE_CMD = 1, VCAP_UPDATE_CTRL.UPDATE_ADDR = a, and
VCAP_UPDATA_CTRL.UPDATE_SHOT = 1. The UPDATE_SHOT field is cleared by hardware when a
copy of the rule is available for reading via cache registers.

Active rules must not be overwritten by other rules (except when writing disabled rules). Software must
make sure that addresses are initialized before they are written.

It is possible to write the contents of the cache can be written to a range of addresses inside VCAP
memory. This is used during initialization of VCAP memory.

To write the contents of the cache to addresses a through b in VCAP memory, where a < b: Trigger an
initialization-operation by setting VCAP_MV_CFG.MV_NUM_POS = b-a. And
VCAP_UPDATE_CTRL.UPDATE_CMD = 4, VCAP_UPDATE_CTRL.UPDATE_ADDR = a, and
VCAP_UPDATE_CTRL.UPDATA_SHOT = 1. When the UPDATE_SHOT field is cleared, the addresses
have been overwritten with the contents of the cache.

The cache can be cleared by writing VCAP_UPDATE_CTRL.CLEAR_CACHE = 1. This immediately sets
the contents of the entry to disabled, action and counter is set to all-zeros.
VCAP_UPDATE_CTRL.CLEAR_CACHE can be set at the same time as triggering an write or
initialization operation, the cache will be cleared before writing to the VCAP memory.

It is possible to selectively disable access to entry, action, and/or counter during operations by setting
VCAP_UPDATE_CTRL.UPDATE_ENTRY_DIS, VCAP_UPDATE_CTRL.UPDATE_ACTION_DIS, or
VCAP_UPDATE_CTRL.UPDATE_CNT_DIS. These fields allow specialized operations such as clearing
counter values by performing initialization or write operations with disabled entry and action updating.

Moving a Block of Rules

The VCAP supports move operation for efficient and safe moving of rules inside VCAP memory. Moving
may be required to make room for new rules, because rules are prioritized by address.

To move n addresses from address a to address b in VCAP memory: Trigger a move operation by setting
VCAP_MV_CFG.MV_NUM_POS = (a>b ? a-b : b-a), VCAP_MV_CFG.MV_SIZE = (n-1). And setting
VCAP_UPDATE_CTRL.UPDATE_CMD = (a>b ? 2 : 3), VCAP_UPDATE_CTRL.UPDATE_ADDR = a,
and VCAP_UPDATE_CTRL.UPDATE_SHOT = 1. When the UPDATE_SHOT field is cleared, the
contents of the addresses have been moved inside VCAP memory. The cache is overwritten during the
move-operation.

Rules must not be moved to a region that contains active rules. Software must make sure that
destination addresses are initialized before performing a move operation. After moving rules the move
operation leaves VCAP memory in initialized state, so overlapping source and destination regions is not
a problem during move operations.

Sharing Resources

The device implements a shared pool of six blocks that can be distributed freely among the CLM, 1S2,
and LPM VCAPs. Each block in the pool has 1,024 addresses with entries, actions, and counters.
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Blocks are located back-to-back in the VCAP memory space. Block 0 is assigned addresses 0 through
1,023; block 1 is assigned addresses 1,024 though 2,047; and so on. Prioritizing of rules based on
address still applies when multiple blocks are assigned to the same VCAP.

To simplify software development, all blocks assigned to the same VCAP should be allocated as one
consecutive region of addresses in memory. After a block of VCAP resources is allocated to a VCAP, it
cannot be reallocated. Resource assignment must be done during startup before the VCAPs are
enabled.

After reset, all VCAP resources default to unallocated power-down mode. To allocate a block from the
shared pool, write block index to VCAP_CORE_IDX.CORE_IDX, then map it to a specific interface by
writing VCAP_CORE_MAP.CORE_MAP. For more information, see the register description for encoding
of owners.

Bringing Up VCAP

The contents of the VCAP are unknown after reset. Software must initialize all addresses of the VCAP to
disabled entry and all-zeros in action and counter before enabling lookups.

The default rules of the VCAPs must also be initialized. After lookup is enabled for the VCAPs, default
rules are triggered and applied to frames.

Some VCAPs implement resource sharing. As a result, software must allocate resources as part of
VCAP bring up.

For more information about default addresses rules and resource allocation, see Individual VCAPs,
page 59.

Wide VCAP Entries and Actions

Some VCAPSs support entries and actions that are wider than a single address in the VCAP memory. The
size of an entry or action is described as Xn, where n is the number of addresses that is taken up in
memory. When programming an X2 or larger entry or action, addresses are written one by one until the
entire entry or action is written to VCAP memory.

Arrule consists of one entry and one action. The size of the rule is described as Xn where n is the largest
of entry or action widths. For example, a rule consisting of an X2 entry and an X4 action is considered to
be an X4 rule. The entry and action must start at the same address, so that address offset 0 for both
entry and action is located at the same address inside the VCAP memory.

When programming a rule where the action is wider than the entry, entry addresses exceeding the size of
the entry must be disabled. When the entry is wider than the action, action addresses exceeding the size
of the action must be set to zeros.

The starting address of an Xn rule must be divisible by n. This means that X1 rules may be placed at any
address, X2 rules may only placed at even addresses, X4 rules may only be placed at addresses
divisible by 4, and so on. During move-operations this puts a restriction on the distance that rules are
moved. In other words, when performing move-operation on a region of VCAP memory that contains
rules of X2 or larger size, the rules must still be at legal addresses after the move.

When a rule is matched by a key, the counter at address offset 0 is incremented.

When writing an X2 or larger rule, software must start with the highest address and end with the lowest
address. This is needed so that rules are not triggered prematurely during writing. When disabling rules,
software must start by disabling the lowest address. This is automatically handled when using the
initialization operation for disabling rules.

Type-Group Fields

A special type-group field is required to differentiate rules when a VCAP supports different sized entries
or actions. The type-group is not part of the entry/action description. Software has to manually lookup
and insert type-group field into entry/action data when writing rules to VCAP memory.

The type-group field is placed at the low bits of the entry and/or action. The value and width of the type-
group field differs between VCAPs and depends on the entry/action size of and the address offset into
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the rule. For more information about type-group fields for individual VCAPs, see Individual VCAPs,
page 59.

The following illustration shows an example of inserting a 2-bit entry type-group field and a 3-bit action
type-group field for a VCAP with 36-bit entry data/mask and a 64-bit action. After inserting of type-group,
there is room for 34 additional entry/mask bits and 61 action bits in the cache.

VCAP Cache Type-Group Example
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When programming the entry’s type-group field, the mask bits must be set to zeros, so that the type-
group bits consist of match-1 or match-0, or both.

Use the following procedure for each address that is part of an entry.

1. Use the entry’s current address offset and size to find the appropriate type-group field and
associated field-width by using the entry type-group table for the VCAP. Skip step 2 if entry type-
group is not applicable for the VCAP.

2. Insert the entry type-group field into the cache for a type-group field width of n. Write the value of the
type-group field to bit-positions [n-1:0] in VCAP_ENTRY_DAT and write zeros to bit-positions [n-1:0]
in VCAP_MASK_DAT. In this way, type-group field value 1 becomes match-1 and 0 becomes match-
0.

3. Fill the remainder of VCAP_ENTRY_DAT and VCAP_MASK_DAT with appropriate entry data. There
will be room for (entry width — type-group width) additional bits of entry data.

Use the following procedure for each address is that is part of an action.

1. Use the action’s current address offset and size to find the appropriate type-group field and
associated field-width by using the action type-group table for the VCAP. Skip step 2 if action type-
group is not applicable for the VCAP.

2. Insert the action type-group field into the cache. For a type-group field width of n. Write the value of
the type-group field to bit positions [n-1:0] in VCAP_ACTION_DAT.

3. Fill the remainder of VCAP_ACTION_DAT with appropriate action data. There will be room for
(action width — type-group width) additional bits of action data.

Counters never use type-group encoding.

Individual VCAPs

This section provides detailed information about the individual VCAPs; VCAP CLM, VCAP 1S2, VCAP
LPM, and VCAP ESO. The CLM, I1S2, and LPM VCAPs share resources. For more information, see
Sharing Resources, page 57.
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3.12.31 VCAPCLM
The following table lists the parameters that apply to the VCAP CLM.

Table 40« VCAP CLM Parameters

Parameter Description

Number of VCAP addresses 1,024 per block that is allocated to this VCAP
Width of entry 36 bits per address

Width of action 70 bits per address

Counter type 1 bit saturating counter

Supported entry sizes X1, X2, X4, X8, and X16

Supported action sizes X1, X2, X4

Associated register target VCAP_SUPER

The type-group field must be inserted into entries when programming rules, because the VCAP CLM
supports more than one entry size.

Table 41« VCAP CLM Entry Type-Group Fields

Address Offset Size Entry Type Group Description

0 X1 Ob1 Software must insert 1 bit with the value 1 into first
address of all X1 entries.

0 X2 0b10 Software must insert 2 bit with the value 2 into first
address of all X2 entries.

0 X4 0b100 Software must insert 3 bit with the value 4 into first
address of all X4 entries.

0 X8 0b1000 Software must insert 4 bit with the value 8 into first
address of all X8 entries.

0 X16  0b10000 Software must insert 5 bit with the value 16 into first
address of all X16 entries.

1,3,5,7,9, 11,13, and 15 0b0 Software must insert 1 bit with the value 0 into
uneven addresses of all entries.

2,6,10,and 14 0b00 Software must insert 2 bit with the value 0 into
addresses 2, 6, 10, and 14 of all entries.

4 and 12 0b000 Software must insert 3 bit with the value 0 into
addresses 4 and 12 of all entries.

8 0b0000 Software must insert 4 bit with the value 0 into

addresses 8 of all entries.

The type-group field must be inserted into actions when programming rules, because the VCAP CLM
supports more than one action size.

Table 42+ VCAP CLM Action Type-Group Fields

Address Offset Size Action Type Group Description

0 X1 0b1 Software must insert 1 bit with the value 1 into first
address of all X1 actions.
0 X2 0b10 Software must insert 2 bit with the value 2 into first

address of all X2 actions.
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Address Offset Size Action Type Group Description

0 X4 0b100 Software must insert 3 bit with the value 4 into first
address of all X4 actions.
1and 3 0b0 Software must insert 1 bit with the value 0 into
uneven addresses of all actions.
2 0b00 Software must insert 2 bit with the value 0 into
address 2 of all actions.
It is possible to calculate the distribution of entry and action bits in the VCAP CLM based on entry and
action widths, together with the type-group field-widths.
Table 43+ VCAP CLM Entry/Action Bit Distribution
Address offset X1 X2 X4 X8 X16
0 e[34:0], a[68:0] e[33:0], a[67:0] e[32:0], e[31:0] e[30:0]
a[66:0]
1 e[68:34], e[67:33], e[66:32] e[65:31]
a[136:68] a[135:67]
2 e[101:68], e[100:67] €[99:66]
a[203:136]
3 e[136:102], e[135:101] e[134:100]
a[272:204]
4 e[168:136] e[167:135]
5 e[203:169] e[202:168]
6 e[237:204] €[236:203]
7 e[272:238] e[271:237]
8 e[303:272]
9 €[338:304]
10 e[372:339]
11 e[407:373]
12 €[440:408]
13 e[475:441]
14 e[509:476]
15 e[544:510]
The VCAP CLM implements default rules. When submitting a key to the VCAP CLM, the analyzer
simultaneously decides which default rule to hit if the key does not match any entries in the VCAP. If no
resources (blocks) are assigned to VCAP CLM, there can be no matches. As a result, default rules will
be hit.
Table 44+ VCAP CLM Default Rule Addresses
Number of
VCAP Default Rules Address
CLMO 30 Starting address of CLMO default rule number n is (6,144 + n x 16).
CLM1 30 Starting address of CLM1 default rule number n is (6,624 + n x 16).
CLM2 30 Starting address of CLM2 default rule number n is (7,104 + n x 16).
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3.12.3.2 VCAPIS2
The following table lists the parameters that apply to the VCAP IS2.

Table 45+« VCAP IS2 Parameters

Parameter Description

Number of VCAP addresses 1,024 per block that is allocated to this VCAP
Width of entry 36 bits per address

Width of action 70 bits per address

Counter-type 1-bit saturating counter

Supported entry sizes X4, X8, X16

Supported action sizes X4

Associated register target VCAP_SUPER

The type-group field must be inserted into entries when programming rules, because the VCAP 1S2
supports more than one entry size.

Table 46 « VCAP IS2 Entry Type-Group Fields

Entry

Address Offset Size  Type-Group Description

0 X4 0b1 Software must insert 1 bit with the value 1 into first address of
all X4 entries.

0 X8 0b10 Software must insert 2 bit with the value 2 into first address of
all X8 entries.

0 X16 0b100 Software must insert 3 bit with the value 4 into first address of
all X16 entries.

1,2,3,5,6,7,9, 10, Software must not insert type-group into addresses 1, 2, 3, 5, 6,

11,13, 14, and 15 7,9, 10,11, 13, 14, and 15 for entries.

4 and 12 0b0 Software must insert 1 bit with the value 0 into addresses 4 and
12 of all entries.

8 0b00 Software must insert 2 bits with the value 0 into address 8.

Because only one action size is supported by the VCAP 1S2, no type-group is inserted into actions when
programming rules.

It is possible to calculate the distribution of entry and action bits in the VCAP IS2 based on entry and
action widths together with the entry type-group field width.

Table 47« VCAP I1S2 Entry/Action Bit Distribution

Address Offset X4 X8 X16

0 e[34:0], a[69:0] e[33:0] e[32:0]

1 e[70:35], e[69:34] e[68:33]
a[139:70]

2 e[106:71], e[105:70] e[104:69]
a[209:140]

3 e[142:107], e[141:106] e[140:105]
a[279:210]

4 e[176:142] e[175:141]
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Table 47« VCAP I1S2 Entry/Action Bit Distribution (continued)

Address Offset X4 X8 X16

5 e[212:177] e[211:176]
6 e[248:213] e[247:212]
7 e[284:249] e[283:248]
8 e[317:284]
9 e[353:318]
10 e[389:354]
11 e[425:390]
12 e[460:426]
13 e[496:461]
14 e[532:497]
15 e[568:533]

The VCAP I1S2 has 16 default rules. The address of default rule number n is (7584 + 16 x n). When
submitting a key to the VCAP 1S2, the analyzer simultaneously determines which default rule to hit if the
key does not match any entries. If no resources (blocks) were assigned to VCAP 1S2, there can be no
matches and default rules will be hit.

3.12.3.3 VCAPLPM
The following table lists the parameters that apply to the VCAP LPM.

Table 48« VCAP LPM Parameters

Parameter Description

Number of VCAP addresses 1,024 per block that is allocated to this VCAP
Width of entry 36 bit per address

Width of action 70 bit per address

Counter-type 1 bit saturating counter

Supported entry sizes X1, X2, X4, X8

Supported action sizes X1

Associated register target VCAP_SUPER

The type-group field must be inserted into entries when programming rules, because the VCAP LPM
supports more than one entry size.

Table 49+« VCAP LPM Entry Type-Group Fields

Address Offset Size Entry Type Group Description

0 X1 Ob1 Software must insert 1 bit with the value 1 into
first address of all X1 entries.

0 X2 0b10 Software must insert 2 bit with the value 2 into
first address of all X2 entries.

0 X4 0b100 Software must insert 3 bit with the value 4 into
first address of all X4 entries.

0 X8 0b1000 Software must insert 4 bit with the value 8 into

first address of all X8 entries.
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Table 49« VCAP LPM Entry Type-Group Fields (continued)

Address Offset Size Entry Type Group Description

1,3,5,and 7 0b0 Software must insert 1 bit with the value 0 into
uneven addresses of all entries.

2 and 6 0b00 Software must insert 2 bit with the value 0 into
addresses 2 and 6 of all entries.

4 0b000 Software must insert 3 bit with the value 0 into

addresses 4 of all entries.

Because only one action size is supported by the VCAP LPM, no type-group is inserted into actions
when programming rules.

It is possible to calculate the distribution of entry and action bits in the VCAP LPM based on entry and
action widths together with the entry type-group field width.

Table 50+ VCAP LPM Entry/Action Bit Distribution

Address Offset X1 X2 X4 X8

0 e[34:0], a[69:0] e[33:0] e[32:0] e[31:0]

1 e[68:34] e[67:33] €[66:32]

2 e[101:68] €[100:67]
3 e[136:102] e[135:101]
4 €[168:136]
5 €[203:169]
6 e[237:204]
7 e[272:238]

The VCAP LPM does not implement default rules. If the key does not match any entries, or if no
resources (blocks) are assigned to the VCAP LPM, routing lookups are treated as misses.

3.12.3.4 VCAPESO
VCAP ESO has 512 addresses available. The following parameters apply to the VCAP ESO.

Table 51+« VCAP ESO Parameters

Parameter Description

Number of VCAP addresses 512.

Width of entry 30 bits per address.
Width of action 285 bits per address.
Counter-type 1-bit saturating counter.
Supported entry sizes X1.

Supported action sizes X1.

Associated register target VCAP_ESO.

The type-group field is not used when programming entries and actions, because VCAP ESO supports
only one entry size and one action size.
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The following table shows the distribution of entry and action bits in the VCAP ESO.

Table 52+ VCAP ESO Entry/Action Bit Distribution

Address Offset X1
0 e[29:0], a[284:0]

The VCAP ESO has 11 default rules. The address of default rule number n is (512 + n). When submitting
a key to the VCAP ESO, the rewriter simultaneously decides which default rule to hit if the key does not
match any entries in the VCAP.

VCAP Programming Examples

This section provides examples of programming VCAP CLM and VCAP ESO.

Writing a Wide CLM Rule

This example shows how to write a CLM X4 rule, consisting of an X2 TRI_VID entry and an X4 FULL
action, to the CLM1 VCAP. In this example, the second and third blocks of VCAP resources have already
been mapped to CLM1.

When the second and third resource blocks are mapped to CLM1, it then owns VCAP address range
1024-3071. An X4 rule must be placed on an address inside memory owned by CLM1 and starting
addresses must be divisible by four, because it is an X4 rule. In this example, the X4 rule is written to
addresses 1412-1415.

Software is expected to track memory usage so that it only writes to VCAP memory that does not already
contain active rules. Deleting of rules is done by initializing the associated addresses.

The X2 TRI_VID entry is 69 bits wide. The X4 FULL action is 250 bits wide. For information about how to
build a FULL action, see VCAP CLM Actions, page 92. For information about how to build a TRI_VID
entry, see VCAP CLM X2 Key Details, page 75.

Each address holds 36 bits of entry data/mask, but some of them are used for type-group fields. For
more information about TRI_VID’s entry type-group field and entry bit-ranges for address offset 0 and 1,
Table 41, page 60 and Table 43, page 61. The results are shown in the following table.

Table 53+ CLM X2 Entry Type-Group and Distribution Summary

Address Type-Group Field Entry Data/Mask Range
1412 0b10 [33:0]
1413 0b0 [68:34]

The TRI_VID entry completely fills available entry space. If it had been less than 69 bits wide, then MSBs
at address offset 1 would have been treated as Match-O0.

Each address holds 70 bits of action, but some of them are used for type-group fields. For more
information the FULL'’s action type-group field and the action bit ranges for all four address offsets, see
Table 42, page 60 and Table 43, page 61. The results are shown in the following table.

Table 54+ CLM X4 Action Type-Group and Distribution Summary

Address Type-Group Field Action Data/Mask Range
1412 0b100 [66:0]

1413 0b0 [135:67]

1414 0b00 [203:136]

1415 0b0 [249:204]

The FULL action is only 250 bits wide, so bits [272:250] of address offset 3 must be treated as zeros.
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Software must write the highest address offset first and work down to the lowest address offset.

Writing Address Offset 3 of X4 Rule

Software is not allowed to modify the cache while VCAP operation is ongoing. Always check if
VCAP_UPDATE_CTRL.UPDATE_SHOQOT is cleared before starting to modify the cache. If a previous
operation is still ongoing, wait for the UPDATE_SHOT to clear.

When a new rule is started, first clear cache’s entry, action, and counter by setting
VCAP_UPDATE_CTRL.CLEAR_CACHE = 1.

The TRI_VID entry is an X2 entry and not part of address offset 3. The entry at this address must be set
to Match-off. This has already been achieved by clearing of the cache.

The FULL action is not so wide that it needs a third VCAP_ACTION_DAT replication so this must be set
to zero. This has already been achieved by clearing of the cache.

Write action to cache: VCAP_ACTION_DAT[1][31:0] = zero-extend(action[249:235]),
VCAP_ACTION_DAT[0][31:1] = action[234:204], and VCAP_ACTION_DATIO0][0] = 0, because type-
group field for the X4 CLM action at address offset 3 is 0b0.

Write cache to VCAP memory by setting VCAP_UPDATE_CTRL = (4(1415<<3)).

Writing Address Offset 2 of X4 Rule
Wait for VCAP_UPDATE_CTRL.UPDATE_SHOT to clear.

The TRI_VID entry is an X2 entry and is not part of address offset 2, the entry at this address must be set
to Match-off. This has already been achieved by clearing of the cache during write of address offset 3.

Write action to cache: VCAP_ACTION_DAT[2][31:0] = zero-extend(action[203:198]),
VCAP_ACTION_DAT[1][31:0] = action[197:166], VCAP_ACTION_DATI[0][31:2] = action[165:136], and
VCAP_ACTION_DATI0][1:0] = 0, because type-group field for the X4 CLM action at address offset 2 is
0b00.

Write cache to VCAP memory by setting VCAP_UPDATE_CTRL = (4|(1414<<3)).

Writing Address Offset 1 of X4 Rule
Wait for VCAP_UPDATE_CTRL.UPDATE_SHOT to clear.

Write entry data to cache: VCAP_ENTRY_DAT[1][31:0] = zero-extend(entry data[68:65]),
VCAP_ENTRY_DAT[0][31:1] = entry data[64:34], and VCAP_ENTRY_DAT[0][0] = 0, because type-
group field for the X2 CLM entry at address offset 1 is Ob0.

Write entry mask to cache: VCAP_MASK_DAT[1][31:0] = zero-extend(entry mask[68:65]),
VCAP_MASK_DATI[0][31:1] = entry mask[64:34], and VCAP_MASK_DAT[0][0] = 0, because type-group
field must not be don’t-cared.

Write action to cache: VCAP_ACTION_DAT[2][31:0] = zero-extend(action[135:130]),
VCAP_ACTION_DAT[1][31:0] = action[129:98], VCAP_ACTION_DAT[0][31:1] = action[97:67], and
VCAP_ACTION_DATIO0][0] = 0, because type-group field for the X4 CLM action at address offset 1 is
0b0.

Write cache to VCAP memory by setting VCAP_UPDATE_CTRL = (4|(1413<<3)).
Writing Address Offset 0 of X4 Rule
Wait for VCAP_UPDATE_CTRL.UPDATE_SHOT to clear.

Write entry data to cache: VCAP_ENTRY_DAT[1][31:0] = zero-extend(entry data[33:30]),
VCAP_ENTRY_DATI[0][31:2] = entry data[29:0], and VCAP_ENTRY_DATI[0][1:0] = 2, because type-
group field for the X2 CLM entry at address offset 0 is 0b10.

Write entry mask to cache: VCAP_MASK_DAT[1][31:0] = zero-extend(entry mask[33:30]),
VCAP_MASK_DATI[0][31:2] = entry mask[29:0], and VCAP_MASK_DAT[0][1:0] = 0, because type-group
field must not be don’t-cared.
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Write action to cache: VCAP_ACTION_DAT[2][31:0] = zero-extend(action[66:61]),
VCAP_ACTION_DAT[1][31:0] = action[60:29], VCAP_ACTION_DATI[0][31:3] = action[28:0], and
VCAP_ACTION_DATI[0][2:0] = 4, because type-group field for the X4 CLM action at address offset O is
0b100.

Write cache to VCAP memory by setting VCAP_UPDATE_CTRL = (4(1412<<3)).

Once VCAP_UPDATE_CTRL.UPDATE_SHOT is cleared, then the rule has been completely written to
memory and will be able to match TRI_VID keys applied to the CLM1 VCAP.

Writing an ESO Rule

This example shows how to write an ESO rule, consisting of ISDX entry and ESO action, to the VCAP
ESO.

The ESO is not part of any resource sharing so it owns the entire address range 0-511. In this example,
the rule is written to address 215.

Software is expected to track memory usage so that it only writes to VCAP memory which does not
already contain active rules.

The ISDX entry is 30 bits wide and the action is 285 bits wide. For information about how to build a ISDX
entry and ESO action, see VCAP_ESO Lookup, page 247.

Writing a Rule to ESO

Software is not allowed to modify the cache while VCAP operation is ongoing. Always check if
VCAP_UPDATE_CTRL.UPDATE_SHOQOT is cleared before starting to modify the cache. If a previous
operation is still ongoing, then wait for the UPDATE_SHOT to clear.

When a new rule is started, first clear cache’s entry, action, and counter by setting
VCAP_UPDATE_CTRL.CLEAR_CACHE =1.

Write entry data to cache: VCAP_ENTRY_DAT[0][31:0] = zero-extend(entry data[29:0]).
Write entry mask to cache: VCAP_MASK_DAT[0][31:0] = zero-extend(entry mask[29:0]).

Write action to cache: VCAP_ACTION_DAT[8][31:0] = zero-extend(action[284:256]),
VCAP_ACTION_DAT[7][31:0] = action[255:224], VCAP_ACTION_DATI[6][31:0] = action[223:192],
VCAP_ACTION_DAT[5][31:0] = action[191:160], VCAP_ACTION_DATI[4][31:0] = action[159:128],
VCAP_ACTION_DAT[3][31:0] = action[127:96], VCAP_ACTION_DAT[2][31:0] = action[95:64],
VCAP_ACTION_DAT[1][31:0] = action[63:32], and VCAP_ACTION_DAT[0][31:0] = action[31:0].

Enable the rule by setting VCAP_RULE_ENA = 1.
Write cache to VCAP memory by setting VCAP_UPDATE_CTRL = (4](215<<3)).

After VCAP_UPDATE_CTRL.UPDATE_SHOT is cleared, the rule is completely written to memory and
will be able to match ISDX keys applied to the VCAP ESO.

Pipeline Points

This section describes the use of pipeline points in the processing flow through the switch core. A
pipeline point defines a specific position in the processing flow where frames can be injected, extracted,
discarded, or looped. These actions are special, because they define either a starting point (inject) or an
ending point (extract, discard, loop) in the processing flow. A starting point identifies the point in the
processing flow where the processing of the frame begins. Similarly, an ending point identifies the point
in the processing flow where the processing of the frame ends.

Frames subject to one of the actions injection, extraction, discarding, or looping, are assigned the
associated pipeline point as well as a pipeline action defining what caused the pipeline point to be
triggered. All frames are physically passed through all blocks of the processing flow, but each frame's
pipeline point control determines whether it is actively processed in a given block or passed transparently
to the next block; this includes which counters and policers are active.

The logical processing flow for a frame is shown in the following illustration. As an example of how the
pipeline points affect the processing flow, consider a frame being discarded by the VLAN acceptance
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is assigned the ANA_CL pipeline point, and it is therefore not

service classified and hence not service policed nor counted in the service statistics.

The processing flow illustrates the different functional blocks and their pipeline points.

Figure 21+ Processing Flow
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3.13.1 Pipeline Definitions

>

A

g : Extraction point
‘ﬁ’l : Injection point

The IFH fields IFH.MISC.PIPELINE_PT and IFH.MISC.PIPELINE_ACT carry the frame’s pipeline

information (point and action). By default,
This implies that there are no restrictions

no pipeline points are triggered and both fields are set to 0.
on the processing of the frame.

The following table defines the available pipeline points in the analyzer and the rewriter.

Table 55« Pipeline Definitions

Block/Mechanism that uses

Pipeline Point Pipeline Point Application

ANA_VRAP VRAP VRAP extraction point.

ANA _PORT_VOE Port VOE Port VOE extraction/discard point.

ANA_CL Basic classifier Filter discard point/CPU injection point with software
configured IFH.

ANA_CLM VCAP CLM/service classification CPU injection point with software configured IFH including

service classification. Extraction point related to services.

ANA_IPT_PROT IPT protection point

Protection discard point for e.g. LAG protection (where
protection discard is done before Down MEPs) controlled by
port VOE.
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Table 55+ Pipeline Definitions (continued)

Block/Mechanism that uses

Pipeline Point Pipeline Point Application
ANA_OU_MIP Outer OAM half-MIP located in Extraction/copy/injection point for analyzer half-MIP for:
analyzer * UNI-N: Subscriber MIP
* E-NNI: EVC MIP
ANA_OU_SW Outer software MEP with SW MEP located between the VOEs and the port for:

extraction controlled by VCAP IS2 « Extraction point for SW Down-MEP
* Injection point for SW Up-MEP

ANA_OU_PROT  Outer protection point controlled  Protection discard point controlled by IPT for NNI protection

by IPT
ANA_OU_VOE Outer OAM VOE located in Outer VOE pipeline point for:
analyzer/VOP * UNI: EVC OAM injection

* E-NNI: OVC OAM Injection
« NNI: Path OAM Extraction

ANA_MID_PROT Middle protection point located Protection discard point for path protection controlled by
between outer and inner VOE path MEP.
controlled by IPT

ANA_IN_VOE Inner OAM VOE located in Inner VOE pipeline point for:
analyzer/VOP * UNI: OVC OAM injection
* NNI: EVC/OVC OAM segment extraction

ANA_IN_PROT Inner protection point located after Protection discard point. Frames are discarded after the

inner VOE controlled by IPT VOEs used for discarding which exit an inactive EVC
Segment
ANA_IN_SW Inner software MEP with extraction SW MEP located between the VOEs and shared queue
controlled by VCAP IS2 system for:

« Extraction point for SW Down-MEP
* Injection point for SW Up-MEP

ANA_IN_MIP Inner OAM half-MIP located in Extraction/copyl/injection point for analyzer half MIP for NNI:
analyzer EVC/OVC MIP.

ANA_VLAN Pipeline point associated with Pipeline point for VLAN discard.
VLAN handling and forwarding

ANA_DONE Pipeline point after analyzer Injection point where analyzer is bypassed. Used for

injection directly into rewriter.

REW_IN_MIP Inner OAM half-MIP located in Extraction/copy/injection point for rewriter half MIP function
rewriter for NNI: EVC/OVC MIP.

REW_IN_SW Inner software MEP located in SW MEP located between the shared queue system and the

rewriter controlled by VCAP_ESO VOEs for:
* Injection point for SW Down-MEP
« Extraction point for SW Up-MEP

REW_IN_VOE Inner OAM VOE located in Inner VOE pipeline point for:
rewriter/\VOP * UNI: OVC OAM extraction
* NNI: EVC/OVC OAM segment injection

REW_OU_VOE Outer OAM VOE in rewriter/VOP  Outer VOE pipeline point for:
* UNI: EVC OAM extraction
* E-NNI: OVC OAM extraction
* NNI: Path OAM injection

REW_OU_SW Outer software MEP located in SW MEP located between the VOEs and the port for:
rewriter controlled by VCAP_ESO - Injection point for SW Down-MEP
« Extraction point for SW Up-MEP

VMDS-10492 VSC7440 Datasheet Revision 4.2 69



Functional Descriptions

& Microsemi

a A8\ MicrocHiP company

Table 55+ Pipeline Definitions (continued)

Block/Mechanism that uses

Pipeline Point Pipeline Point Application
REW_OU_MIP Outer OAM half-MIP located in Extraction/copy/injection point for rewriter half MIP function
rewriter for:

* UNI-N: Subscriber MIP
« E-NNI: EVC MIP

REW_SAT Service activation testing SAT loop point.
REW_PORT_VOE Port VOE in rewriter VOP Port VOE injection point.
REW_VRAP VRAP injection point VRARP injection point.

The following table defines the pipeline actions associated with the pipeline point.

Table 56 « Pipeline Actions

Pipeline Action Description

INJ Set when CPU-injecting a frame into the processing flow at the associated pipeline point. The
processing starts at the associated pipeline point.

INJ_MASQ Set when CPU-injecting a frame masqueraded into the processing flow at the associated
pipeline point. The processing starts at the associated pipeline point.

XTR Assigned to frames being redirected to the CPU. The processing ends at the associated
pipeline point. Frames copied to the CPU are not assigned a pipeline point as the processing
continues.

XTR_UPMEP Assigned to frames being extracted to the CPU by an Up MEP (VOE). The processing ends at

the associated pipeline point. Frames copied to the CPU are not assigned a pipeline point as
the processing continues.

XTR_LATE_REW Assigned to MPLS OAM frames by VCAP CLM to instruct the rewriter to terminate the
processing of the frame. The processing ends at the associated pipeline point.

LBK_ASM Assigned by Up MEPs (VOE) requiring the frame to be looped. This action implies that the
processing in the rewriter is ended at the associated pipeline point and that the processing in
the analyzer after looping the frame starts at the corresponding analyzer pipeline point.

LBK_QS Assigned by Down MEPs (VOE) requiring the frame to be looped. This action implies that the
processing in the analyzer is ended at the associated pipeline point and that the processing in
the rewriter after looping the frame starts at the corresponding rewriter pipeline point.

Note: A frame cannot be assigned both a starting point and an ending point at the same side of the queue
system. For instance, a frame cannot be injected in the analyzer at ANA_CLM and then extracted at
ANA_IN_SW. However, a frame can be injected in the analyzer and then extracted in the rewriter.

3.14 Analyzer

The following sections provides information about the functional aspects of the analyzer (ANA). The
analyzer evokes different actions based on the contents of the frame fields. The analyzer is organized
into the following blocks.

+  VCAP CLM: VCAP Classification matching—keys and actions
*  ANA_CL: Analyzer classifier

+ ANA_L3: VLAN and MSTP

+ VCAP LPM: VCAP longest prefix matching—keys and actions
* ANA_L3: IP routing

» VCAP IS2: VCAP Ingress Stage 2—keys and actions

*  ANA_ACL: Access Control Lists

*  ANA_L2: Analyzer Layer 2 forwarding and learning

* ANA_AC: Analyzer Actions—forwarding, policing, statistics
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Initializing the Analyzer

Before the analyzer can be configured, the RAM-based configuration registers must be initialized by
setting ANA_AC:RAM_CTRL:RAM_INIT.RAM_ENA and ANA_AC:RAM_CTRL:RAM_INIT.RAM_INIT
to 1.

The ANA_AC:RAM_CTRL:RAM_INIT.RAM_INIT register is reset by hardware when initialization is
complete.

For information about initializing VCAP CLM, VCAP 1S2, and VCAP LPM, see Bringing Up VCAP,
page 58.

VCAP CLM Keys and Actions

The VCAP CLM is part of the analyzer and enables frame classification using VCAP functionality. This
section provides an overview of all available VCAP CLM keys, followed by information about each key
and action.

For information about how to select which key to use and how the VCAP CLM interacts with other parts
of the analyzer classifier, see VCAP CLM Processing, page 115.

VCAP CLM supports a number of different keys that can be used for different purposes. The keys are of
type X1, X2, X4, X8, or X16, depending on the number of words each key uses. The keys are grouped
after size as shown in the following table.

Table 57+ VCAP CLM Keys and Sizes

Key Name Key Size Number of Words Key Type
SGL_MLBS 35 bits 1 word X1 type
TRI_VID 69 bits 2 words X2 type
DBL_MLBS 68 bits

TRI_VID_IDX 69 bits

MLL 136 bits 4 words X4 type
TRI_MLBS 129 bits

PURE_5TUPLE_IP4 137 bits

CUSTOM_4 136 bits

LL_FULL 272 bits 8 words X8 type
NORMAL 266 bits

NORMAL_5TUPLE_IP4 255 bits

CUSTOM_2 272 bits

NORMAL_7TUPLE 536 bits 16 words X16 type
CUSTOM_1 527 bits

Keys Overview

The following table lists all VCAP CLM keys and fields and provides a quick overview of which fields are
available in which keys.
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When programming an entry in VCAP CLM, the associated key fields listed must be programmed in the
listed order with the first field in the table starting at bit O in the entry.

Table 58 «  VCAP CLM Key Overview

g
w S5 S

@ EI‘!.? m%‘ﬂ l'l_’l B EI 7

o4 1 laga_lgontErono
Field Name Short Description Size QEEQZIXD23 1529323
X2_TYPE X2 type (each entry uses 2 words) 2 X X X
X4_TYPE X4 type (each entry uses 4 words) 2 X X X X
X8 TYPE X8 type (each entry uses 8 words) 2 X X X X
X16_TYPE X16 type (each entry uses 16 words) 1 X X
FIRST Set for first lookup 1 X X X X X X X X X X X X X
IGR_PORT Ingress port number 6 X X X
G_IDX_IS_SERVICE Set if G_IDX is set to ISDX 1 X X X X X X X X
G_IDX Generic index 12 X X X X X X X X X X X
IGR_PORT_MASK_SEL Mode selector for IGR_PORT_MASK 2 X X X
IGR_PORT_MASK Ingress port mask 53 X X X
L2_MC Multicast DMAC address 1 X X X
L2_BC Broadcast DMAC address 1 X X X
TPIDO TPID identifier from first tag 3 X X X X X X X
PCPO PCP from first tag 3 X X X X X
DEIO DEI from first tag 1 X X X X X
VIDO VID from first tag 12 X X X X X X X
TPID1 TPID identifier from second tag 3 X X X X X X X
PCP1 PCP from second tag 3 X X X X X
DEN DEI from second tag 1 X X X X X
VID1 VID from second tag 12 X X X X X X X
TPID2 Tag protocol identifier from third tag 3 X X X X X X
PCP2 PCP from third tag 3 X X X X X
DEI2 DEI from third tag 1 X X X X X
VID2 VID from third tag 12 X X X X X X
DST_ENTRY Set if destination entry 1 X
L2_DMAC Destination MAC address 48 X X X
L2_SMAC Source MAC address 48 X X X X
ETYPE_MPLS EtherType identifier 2 X
ETYPE_FULL EtherType identifier 3 X
IP_MC Multicast DIP address 1 X X X
ETYPE_LEN ETYPE encoded frame 1 X X X
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Table 58 « VCAP CLM Key Overview (continued)
g
u S S
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> L SMEREERED
Field Name Short Description Size QEEDZ X234 22323
ETYPE EtherType, overloaded for other frame 16 X X X
types
IP_SNAP IP or SNAP frame 1 X X X
IP4 IPv4 frame 1 X X X X
LBLO Label from MPLS Label Stackentry 0 20  x X X
TCO TC bits from MPLS Label Stack entry 0 3 X X
SBITO S-bit from MPLS Label Stack entry 0 1 X X X
TTLO_EXPIRY Set if TTL<=1 for MPLS Label Stack 1 X X X
entry 0
LBL1 Label from entry 1 20 X X
TCA1 TC bits from entry 1 3 X X
SBIT1 S-bit from entry 1 1 X X
TTL1_EXPIRY Set if TTL<=1 for entry 1 1 X X
LBL2 Label from entry 2 20 X
TC2 TC bits from entry 2 3 X
SBIT2 S-bit from entry 2 1 X
TTL2_EXPIRY Set if TTL<=1 for entry 2 1 X
RSV_LBL_VAL Reserved label value 4 X
CW_ACH CWI/ACH after label with S-bit set 32 X
RSV_LBL_POS Reserved label position 3 X X
L3_FRAGMENT Fragmented IPv4 frame 1 X X X X X
L3_FRAG_OFS_GTO Frame is not the first fragment 1 X X X X X
L3_OPTIONS IPv4 frame with options 1 X X X X X
L3_DSCP Frame’s DSCP value 6 X X X X X
L3_IP4_DIP Destination IP address 32 X X X
L3_IP4_SIP SIP address, overloaded for other 32 X X X X
frame types
L3_IP6_DIP Destination IP address 128 X
L3_IP6_SIP Source IP address 128 X
L3_IP_PROTO IP protocol / next header 8 X X
TCP_UDP TCP/UDP frame 1 X X X X
TCP TCP frame 1 X X X X
L4 _SPORT TCP/UDP source port 16 X X X
VMDS-10492 VSC7440 Datasheet Revision 4.2 73



Functional Descriptions

& Microsemi

a A8\ MicrocHiP company

Table 58 « VCAP CLM Key Overview (continued)
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Field Name Short Description Size QEED I X234 22323
L4 RNG Range checker mask 8 X X X X
IP_PAYLOAD _5TUPLE Payload bytes after IP header 32 X X
OAM_Y1731 Set if frame's EtherType = 0x8902 1 X
OAM_MEL_FLAGS Encoding of MD level/MEG level 7 X
(MEL)
CUSTOM1 64 bytes payload 512 X
CUSTOM2 32 bytes payload 256 X
CUSTOM4 15 bytes payload 120 X
3.15.2 VCAP CLM X1 Key Details
The SGL_MLBS key is the only X1 key, so it does not have a type field.
The following table lists details about the fields applicable to the SGL_MLBS key.
Table 59+ VCAP CLM X1 Key Details
»
m
|
E|
-
Field Name Description Size 8
FIRST Selects between entries relevant for first and second lookup. Set for first lookup, 1 X
cleared for second lookup.
G_IDX Generic index used to bind together entries across VCAP CLM lookups. 12 X
G_IDX is calculated based on fields in VCAP CLM action from previous VCAP CLM
lookup:
NXT_IDX_CTRL.
NXT_IDX.
Default value is configurable in ANA_CL::CLM_MISC_CTRL.CLM_GIDX_DEF_SEL.
Can be zero, logical port number, or masqueraded port number.
LBLO MPLS Label Stack entry O - Label (Top Label) 20 X
SBITO MPLS Label Stack entry 0 - S-bit (Top Label) 1 X
TTLO_EXPIRY  Setif TTL<=1 for MPLS Label Stack entry 0 1 X
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3.15.3 VCAP CLM X2 Key Details

The X2 keys include an X2_TYPE field, which is used to tell the difference between the keys. It takes a
unique value for each key. The following table lists details about the fields applicable to these keys.

Table 60+ VCAP CLM X2 Key Details

x
]
3 5
[a] (=]
S 53
o _
Field Name Description Size ¥ @ K
X2_TYPE X2 type: 2 X X X
0: TRI_VID
1: DBL_MLBS
2: Reserved
3: TRI_VID_IDX
FIRST Selects between entries relevant for first and second lookup. Set for first 1 X X X
lookup, cleared for second lookup.
IGR_PORT Logical ingress port number retrieved from 6 X
ANA_CL::PORT_ID_CFG.LPORT_NUM.
G_IDX Generic index used to bind together entries across VCAP CLM lookups. 12 X X
G_IDX is calculated based on fields in VCAP CLM action from previous
VCAP CLM lookup:
NXT_IDX_CTRL.
NXT_IDX.
Default value is configurable in
ANA_CL::CLM_MISC_CTRL.CLM_GIDX_DEF_SEL. Can be zero, logical
port number, or masqueraded port number.
TPIDO Tag protocol identifier of the frame’s first tag (outer tag): 3 X X
0: Untagged.
1: 0x8100.
4: 0x88A8.

5: Custom value 1.
6: Custom value 2.
7: Custom value 3.

PCPO By default PCP from frame but it is selectable per lookup in VCAP CLM 3 X
whether to use the current classified PCP instead
(ANA_CL::ADV_CL_CFG.USE_CL_TCIO_ENA).

DEIO By default DEI from frame but it is selectable per lookup in VCAP CLM 1 X
whether to use the current classified DEI instead
(ANA_CL::ADV_CL_CFG.USE_CL_TCIO_ENA).

VIDO By default VID from frame but it is selectable per lookup in VCAP CLM 12 X X
whether to use the current classified VID instead
(ANA_CL::ADV_CL_CFG.USE_CL_TCIO_ENA).

For untagged frames, VIDO is set to 0.

TPID1 Tag protocol identifier of the frame’s second tag (tag after outer tag): 3 X X
0: No second tag.
1: 0x8100.
4: 0x88A8.
5: Custom value 1.
6: Custom value 2.
7: Custom value 3.
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Table 60+ VCAP CLM X2 Key Details (continued)

TRI_VID_IDX

DBL_MLBS

TRI_VID

Field Name Description Size
PCP1 Frame’s PCP from second tag. 3

X

DEIM Frame’s DEI from second tag. 1

X

VID1 Frame’s VID from second tag. 12

x

TPID2 Tag protocol identifier of the frame’s third tag: 3 X X
0: No third tag.
1: 0x8100.
4: Ox88A8.
5: Custom value 1.
6: Custom value 2.
7: Custom value 3.
Overloading for TRI_VID:
For OAM Y.1731 frames (ETYPE_FULL = 5) without a third tag
(TPID2 = 0), VID2[6:0] is set to OAM MEL flags:
Encoding of MD level/MEG level (MEL). One bit for each level where
lowest level encoded as zero.
The following keys can be generated:
MEL = 0: 0b0000000.
MEL = 1: 0b0000001.
MEL = 2: 0b0000011.
MEL = 3: 0b0000111.
MEL = 4: 0b0001111.
MEL = 5: 0b0011111.
MEL = 6: 0b0111111.
MEL = 7: 0b1111111.
Together with the mask, the following types of rules can be created:
Exact match. Fx. MEL = 2: 0b0000011.
Below. Fx. MEL< = 4: 0b000OXXXX.
Above. Fx. MEL> = 5: ObXX11111.
Between. Fx. 3< = MEL< = 5: 0b00XX111,
where “X” means don’t care.

PCP2 Frame’s PCP from third tag. 3 X
DEI2 Frame’s DEI from third tag. 1 X
VID2 Frame’s VID from third tag. 12 X

ETYPE_FULL EtherType identifier: 3 X
: IPv4frame (EtherType = 0x0800).

: IPv6 frame (EtherType = 0x86DD).

: Downstream assigned label (EtherType = 0x8847).

: Upstream assigned label (EtherType = 0x8848).

: LCC/SNAP (EtherType < 0x0600).

: OAM Y.1731 (EtherType = 0x8902).

: (R)ARP (EtherType = 0x0806 or 0x8035).

: Other.

LBLO MPLS Label Stack entry O - Label (Top Label). 20
TCO MPLS Label Stack entry 0 - TC bits (Top Label). 3
SBITO MPLS Label Stack entry 0 - S-bit (Top Label). 1
TTLO_EXPIRY Set if TTL<=1 for MPLS Label Stack entry 0. 1

NOoO oA WN =20

x

x| X

X
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Table 60+ VCAP CLM X2 Key Details (continued)

TRI_VID_IDX

DBL_MLBS

TRI_VID

Field Name Description Size
LBL1 MPLS Label Stack entry 1 - Label. 20
TCA MPLS Label Stack entry 1 - TC bits.

SBIT1 MPLS Label Stack entry 1 - S-bit.
TTL1_EXPIRY Set if TTL<=1 for MPLS Label Stack entry 1.

RSV_LBL_POS Reserved label position:

: Reserved label at position 0 seen or skipped.

: Reserved label at position 1 seen or skipped.

: Reserved label at position 2 seen or skipped.

: Reserved label at position 3 seen.

: Reserved.

5: No reserved label seen.

Label at top of stack is position 0, followed by 1, 2, and 3.

In order for a reserved label to be skipped, either
ANA_CL:MPLS_RSV_LBL_CFG[<label>].RSVD_LBL_SKIP_ENA or
ANA_CL:MPLS_MISC_CFG.CLM_RSVD_LBL_SKIP_ENA[<cIm idx>]
must be set.

OAM_Y1731 Set if frame's EtherType = 0x8902. 1 X

OAM_MEL_FLAGS Encoding of MD level/MEG level (MEL). One bit for each level where 7 X
lowest level encoded as zero.
The following keys can be generated:
MEL=0: 0x0000000
MEL=1: 0x0000001
MEL=2: 0x0000011
MEL=3: 0x0000111
MEL=4: 0x0001111
MEL=5: 0x0011111
MEL=6: 0x0111111
MEL=7: 0x1111111
Together with the mask, the following kinds of rules may be created:
- Exact match. Fx. MEL=2: 0x0000011
- Below. Fx. MEL<=4: 0x000XXXX
- Above. Fx. MEL>=5: 0xXX11111
- Between. Fx. 3<= MEL<=5: 0x00XX111,
where 'X' means don't care.

X

X

x

W[ = =] W

A WN-=2O0

Overloading:

For non-Y1731 OAM frames (OAM_Y1731 = 0), OAM_MEL_FLAGS
encodes an EtherType identifier:

: IPv4aframe (EtherType = 0x0800)

: IPv6 frame (EtherType = 0x86DD)

: Downstream assigned label (EtherType = 0x8847)
: Upstream assigned label (EtherType = 0x8848)

: LCC/SNAP (EtherType < 0x0600)

: (R)ARP (EtherType = 0x0806 or 0x8035)

: Reserved

: Other

NOoO O WN -0
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3.15.4 VCAP CLM X4 Key Details

The X4 keys include an X4_TYPE field, which is used to tell difference between the keys. It takes a
unique value for each key. The following table lists details about the fields applicable to these keys.

Table 61+ VCAP CLM X4 Key Details

> |CUSTOM_4

> |PURE_5TUPLE_IP4

Field Name Description Size

X4 TYPE X4 type: 2
0: MLL.
1: TRI_MLBS.
2: PURE_5TUPLE_IP4.
3: CUSTOM_4.

FIRST Selects between entries relevant for first and second lookup. Set for first 1 X X X
lookup, cleared for second lookup.

> |TRI_MLBS

> |MLL

IGR_PORT Logical ingress port number retrieved from 6 X
ANA_CL::PORT_ID_CFG.LPORT_NUM.

G _IDX_IS SERVICE  Setif the VCAP CLM action from the previous VCAP CLM lookup 1 X X
specified ISDX to be used as G_IDX.

G_IDX Generic index used to bind together entries across VCAP CLM lookups. 12 X X X
G_IDX is calculated based on fields in VCAP CLM action from previous
VCAP CLM lookup:
NXT_IDX_CTRL.
NXT_IDX.
Default value is configurable in
ANA_CL::CLM_MISC_CTRL.CLM_GIDX_DEF_SEL. Can be zero,
logical port number, or masqueraded port number.

TPIDO Tag protocol identifier of the frame’s first tag (outer tag): 3 X
0: Untagged.
1: 0x8100.
4: Ox88A8.
5: Custom value 1.
6: Custom value 2.
7: Custom value 3.

VIDO By default VID from frame but it is selectable per lookup in VCAP CLM 12 X
whether to use the current classified VID instead
(ANA_CL::ADV_CL_CFG.USE_CL_TCIO_ENA).

For untagged frames, VIDO is set to 0.

TPID1 Tag protocol identifier of the frame’s second tag (tag after outer tag): 3 X
0: No second tag.
1: 0x8100.
4: Ox88A8.
5: Custom value 1.
6: Custom value 2.
7: Custom value 3.

VID1 Frame’s VID from second tag. 12 X

L2_DMAC Destination MAC address. 48 X
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Table 61« VCAP CLM X4 Key Details (continued)
<
o
o
a
22 <
2“0
= W -
- X wn
Field Name Description size 5 K 2 3
L2_SMAC Source MAC address. 48 X
ETYPE_MPLS EtherType identifier: 2 X
0: Non-MPLS.
1: Downstream Assigned Label (EtherType = 0x8847).
2: Upstream Assigned Label (EtherType = 0x8848).
LBLO MPLS Label Stack entry O - Label (Top Label). 20 X
TCO MPLS Label Stack entry 0 - TC bits (Top Label). 3 X
SBITO MPLS Label Stack entry 0 - S-bit (Top Label). 1 X
TTLO_EXPIRY Set if TTL<=1 for MPLS Label Stack entry 0. 1 X
LBL1 MPLS Label Stack entry 1 - Label. 20 X
TC1 MPLS Label Stack entry 1 - TC bits. 3 X
SBIT1 MPLS Label Stack entry 1 - S-bit. 1 X
TTL1_EXPIRY Set if TTL<=1 for MPLS Label Stack entry 1. 1 X
LBL2 MPLS Label Stack entry 2 - Label. 20 X
TC2 MPLS Label Stack entry 2 - TC bits. 3 X
SBIT2 MPLS Label Stack entry 2 - S-bit. 1 X
TTL2_EXPIRY Set if TTL<=1 for MPLS Label Stack entry 2. 1 X
RSV_LBL_VAL Reserved label value. Only valid if RSV_LBL_POS > 0. 4 X
CW_ACH The 32 bits following the label with S-bit set. 32 X
RSV_LBL_POS Reserved label position: 3 X
0: Reserved label at position 0 seen or skipped.
1: Reserved label at position 1 seen or skipped.
2: Reserved label at position 2 seen or skipped.
3: Reserved label at position 3 seen.
4: Reserved.
5: No reserved label seen.
Label at top of stack is position 0, followed by 1, 2, and 3.
In order for a reserved label to be skipped, either
ANA_CL::MPLS_RSV_LBL_CFG[<label>].RSVD_LBL_SKIP_ENA or
ANA_CL:MPLS_MISC_CFG.CLM_RSVD_LBL_SKIP_ENA[<clm idx>]
must be set.
L3 _FRAGMENT Set if IPv4 frame is fragmented (More Fragments flag = 1 or Fragments 1 X
Offset > 0).
L3_FRAG_OFS_GTO0 Set if IPv4 frame is fragmented but not the first fragment (Fragments 1 X
Offset > 0)
L3_OPTIONS Set if IPv4 frame contains options (IP len > 5). IP options are not parsed. 1 X
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Table 61« VCAP CLM X4 Key Details (continued)

CUSTOM_4

> |PURE_5TUPLE_IP4

TRI_MLBS

|
Field Name Description Size 5'

L3_DSCP By default DSCP from frame. Per match, selectable to be current 6
classified DSCP (ANA_CL::ADV_CL_CFG.USE_CL_DSCP_ENA).

L3_IP4_DIP IPv4 frames: Destination IPv4 address. 32
IPv6 frames: Destination IPv6 address, bits 31:0.

L3_IP4_SIP Overloaded field for different frame types: 32 X
LLC frames (ETYPE_LEN = 0 and IP_SNAP = 0):
L3_IP4_SIP = [CTRL, PAYLOADIO0:2]]

x

SNAP frames (ETYPE_LEN = 0 and IP_SNAP=1):
L3_IP4_SIP = [PID[2:0], PAYLOAD[O]]

IPv4 frames (ETYPE_LEN=1, IP_SNAP=1, and IP4=1):
L3_IP4_SIP = source IPv4 address

IPv6 frames (ETYPE_LEN=1, IP_SNAP=1, IP4=0):
L3_IP4_SIP = source IPv6 address, bits 31:0

Other frames (ETYPE_LEN=1, IP_SNAP=0):
L3_IP4_SIP = PAYLOAD|0:3].

L3_IP_PROTO IPv4 frames (IP4=1): IP protocol. 8 X
IPv6 frames (IP4=0): Next header.

L4 _RNG Range mask. Range types: SPORT, DPORT, SPORT or DPORT, VID, 8 X
DSCP, custom.
Input into range checkers is taken from frame except DSCP value which
is the remapped DSCP value from basic classification.

IP_PAYLOAD_5TUPLE Payload bytes after IP header. IPv4 options are not parsed so payload is 32 X
always taken 20 bytes after the start of the IPv4 header.

CUSTOM4 15 bytes payload starting from current frame pointer position, as 120 X
controlled by VCAP CLM actions.
Note that if frame_type==ETH, then payload is retrieved from a position
following the Ethernet layer, for example, after DMAC, SMAC, 0-3 VLAN
tags and EtherType.
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3.15.5 VCAP CLM X8 Key Details

The X8 keys include an X8_TYPE field, which is used to tell difference between the keys. It takes a
unique value for each key. The following table lists details about the fields applicable to these keys.

Table 62+ VCAP CLM X8 Key Details

<
o
o
|
o
=]
=
IOI N
- EI
3E55
L %
Field Name Description Size o 2 2 8
X8_TYPE X8 type: 2 X X X X
0: LL_FULL.
1: NORMAL.
2: NORMAL_5TUPLE_IP4.
3: CUSTOM_2.
FIRST Selects between entries relevant for first and second lookup. Set for 1 X X X X
first lookup, cleared for second lookup.
IGR_PORT Logical ingress port number retrieved from 6 X
ANA_CL::PORT_ID_CFG.LPORT_NUM.
G_IDX_IS_SERVICE Set if the VCAP CLM action from the previous VCAP CLM lookup 1 X X X
specified ISDX to be used as G_IDX.
G_IDX Generic index used to bind together entries across VCAP CLM 12 X X X
lookups.

G_IDX is calculated based on fields in VCAP CLM action from
previous VCAP CLM lookup:

NXT_IDX_CTRL.

NXT_IDX.

Default value is configurable in
ANA_CL::CLM_MISC_CTRL.CLM_GIDX_DEF_SEL. Can be zero,
logical port number, or masqueraded port number.
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Table 62+ VCAP CLM X8 Key Details (continued)

CUSTOM_2

Field Name Description Size

IGR_PORT_MASK_SEL Mode selector for IGR_PORT_MASK. 2
0: Default setting.
1: Set for frames received from a loopback device, i.e. LBK_DEV*.
2: Set for masqueraded frames if
ANA_CL::CLM_MISC_CTRL.MASQ_IGR_MASK_ENA == 1.
A masqueraded frame is identified by the following criteria:
(ifh.fwd.dst_mode == inject && ifh.src_port |= physical_src_port)
|

(misc.pipeline_act == inj_masq)

LL_FULL
* |NORMAL

> INORMAL_5TUPLE_IP4

3: Set for the following frame types:
3.a: CPU injected frames and
ANA_CL::CLM_MISC_CTRL.CPU_IGR_MASK_ENA == 1.

3.b: Frames received from VDO or VD1 and
ANA_CL::CLM_MISC_CTRL.VD_IGR_MASK_ENA==1.

3.c: Frame received on a loopback device and
ANA_CL::CLM_MISC_CTRL.LBK_IGR_MASK_SEL3_ENA==1.

If a frame fulfills multiple of above criteria, then higher value of
IGR_PORT_MASK_SEL takes precedence.

IGR_PORT_MASK Ingress port mask. 53 X X
IGR_PORT_MASK_SEL == 0:
Each bit in the mask correspond to physical ingress port.
IGR_PORT_MASK_SEL == 1:
Each bit in the mask correspond to the physical port which the frame
was looped on.
IGR_PORT_MASK_SEL == 2:
Each bit in the mask correspond to the masqueraded port.
If IGR_PORT_MASK_SEL == 3:
Bit 0: Physical src port == CPUO.
Bit 1: Physical src port == CPU1.
Bit 2: Physical src port == VDO.
Bit 3: Physical src port == VD1.
Bits 4:9: Src port (possibly masqueraded).
Bits 44:48: ifh.misc.pipeline_pt.
Bits 49:51: ifh.misc.pipeline_act.
Bits 52: Reserved.

L2_MC Set if frame’s destination MAC address is a multicast address (bit 40 = 1 X X
1).

L2_BC Set if frame’s destination MAC address is the broadcast address 1 X X
(FF-FF-FF-FF-FF-FF).
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Table 62+ VCAP CLM X8 Key Details (continued)

<
o
o
|
o
=)
=
I-OI N
- d EI
3285
LEEZ
Field Name Description Size o g g 8
TPIDO Tag protocol identifier of the frame’s first tag (outer tag): 3 X X X
0: Untagged.
1: 0x8100.
4: Ox88A8.

5: Custom value 1.
6: Custom value 2.
7: Custom value 3.

PCPO By default PCP from frame but it is selectable per lookup in VCAP 3 X X X
CLM whether to use the current classified PCP instead
(ANA_CL::ADV_CL_CFG.USE_CL_TCIO_ENA).

DEIO By default DEI from frame but it is selectable per lookup in VCAP CLM 1 X X X
whether to use the current classified DEI instead
(ANA_CL::ADV_CL_CFG.USE_CL_TCIO_ENA).

VIDO By default VID from frame but it is selectable per lookup in VCAP CLM 12 X X X
whether to use the current classified VID instead
(ANA_CL::ADV_CL_CFG.USE_CL_TCIO_ENA).

For untagged frames, VIDO is set to 0.

TPID1 Tag protocol identifier of the frame’s second tag (tag after outer tag): 3 X X X
0: No second tag.
1: 0x8100.
4: 0x88A8.
5: Custom value 1.
6: Custom value 2.
7: Custom value 3.

PCP1 Frame’s PCP from second tag. 3 X X X
DENM Frame’s DEI from second tag. 1 X X X
VID1 Frame’s VID from second tag. 12 X X X
TPID2 Tag protocol identifier of the frame’s third tag: 3 X X X

0: No third tag.

1: 0x8100.

4: Ox88A8.

5: Custom value 1.
6: Custom value 2.
7: Custom value 3.

PCP2 Frame’s PCP from third tag. 3 X X X
DEI2 Frame’s DEI from third tag. 1 X X X
VID2 Frame’s VID from third tag. 12 X X X
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Table 62+ VCAP CLM X8 Key Details (continued)

CUSTOM_2

Field Name Description Size

NORMAL_S5TUPLE_IP4

LL_FULL
* |NORMAL

DST_ENTRY Selects whether the frame’s destination or source information is used 1
for fields L2_SMAC and L3_IP4_SIP.
If set, L2_SMAC contains the frame’s destination MAC address and
L3_IP4_SIP contains the frame’s destination IP address. The setting
is controlled by ANA_CL::ADV_CL_CFG and
VCPA_CLM_action.NXT_KEY_TYPE.

L2_DMAC Destination MAC address. 48 x

L2_SMAC Source MAC address. 48 X X
Note that - optionally - L2_SMAC may contain the destination MAC
address, see DST_ENTRY.

IP_MC IPv4 frames: Set if frame’s destination IP address is an IPv4 multicast 1 X X
address (OxE /4).
IPv6 frames: Set if frame’s destination IP address is an IPv6 multicast
address (OxFF /8).

ETYPE_LEN Frame type flag indicating that the frame is EtherType encoded. 1 X X
Set if frame has EtherType >= 0x600.
ETYPE Overloaded field for different frame types: 16 X X

LLC frames (ETYPE_LEN=0 and IP_SNAP=0):
ETYPE = [DSAP, SSAP]

SNAP frames (ETYPE_LEN=0 and IP_SNAP=1):
ETYPE = PID[4:3] from SNAP header

TCP/UDP IPv4 or IPv6 frames (ETYPE_LEN=1, IP_SNAP=1, and
TCP_UDP=1):
ETYPE = TCP/UDP destination port

Non-TCP/UDP IPv4 or IPv6 frames (ETYPE_LEN=1, IP_SNAP=1,
and TCP_UDP=0):
ETYPE = IP protocol

Other frames (ETYPE_LEN=1 and IP_SNAP=0):
ETYPE = Frame’s EtherType.

IP_SNAP Frame type flag indicating that the frame is either an IP frame or a 1 X X
SNAP frame.
IP frames (ETYPE_LEN=1):
Set if (EtherType= 0x0800 and IP version = 4) or
(ETYPE = 0x86DD and IP version = 6)

SNAP frames (ETYPE_LEN=0):
Set if LLC header contains AA-AA-03.

IP4 Frame type flag indicating the frame is an IPv4 frame. 1 X X X
Set if frame is IPv4 frame (EtherType = 0x800 and IP version = 4).
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Table 62+ VCAP CLM X8 Key Details (continued)

Field Name

Description Size

CUSTOM_2

L3_FRAGMENT

Set if IPv4 frame is fragmented (More Fragments flag = 1 or 1
Fragments Offset > 0).

> INORMAL_5TUPLE_IP4

* |LL_FULL
* |NORMAL

L3_FRAG_OFS_GTO

=N

Set if IPv4 frame is fragmented but not the first fragment (Fragments
Offset > 0).

X
X
X

L3_OPTIONS

Set if IPv4 frame contains options (IP len > 5). IP options are not 1
parsed.

L3_DSCP

By default DSCP from frame. Per match, selectable to be current 6
classified DSCP (ANA_CL::ADV_CL_CFG.USE_CL_DSCP_ENA).

L3_IP4_DIP

IPv4 frames: Destination IPv4 address. 32
IPv6 frames: Destination IPv6 address, bits 31:0.

L3_IP4_SIP

Overloaded field for different frame types: 32
LLC frames (ETYPE_LEN=0 and IP_SNAP=0):
L3_IP4_SIP = [CTRL, PAYLOADI0:2]]

SNAP frames (ETYPE_LEN=0 and IP_SNAP=1):
L3_IP4_SIP = [PID[2:0], PAYLOADIQ]]

IPv4 frames (ETYPE_LEN=1, IP_SNAP=1, and IP4=1):
L3_IP4_SIP = source IPv4 address

IPv6 frames (ETYPE_LEN=1, IP_SNAP=1, IP4=0):
L3_IP4_SIP = source IPv6 address, bits 31:0

Other frames (ETYPE_LEN=1, IP_SNAP=0):
L3_IP4_SIP = PAYLOADI[0:3]

Note that, optionally, L3_IP4_SIP may contain the destination IP
address for IP frames. See DST_ENTRY.

L3_IP_PROTO

IPv4 frames (IP4=1): IP protocol. 8
IPv6 frames (IP4=0): Next header.

TCP_UDP

Frame type flag indicating the frame is a TCP or UDP frame. 1
Set if frame is IPv4/IPv6 TCP or UDP frame (IP protocol/next header
equals 6 or 17).

Overloading: Set to 1 for OAM Y.1731 frames.

TCP

Frame type flag indicating the frame is a TCP frame. 1
Set if frame is IPv4 TCP frame (IP protocol = 6) or IPv6 TCP frames
(Next header = 6).
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Table 62+ VCAP CLM X8 Key Details (continued)

Field Name

Description Size

NORMAL_S5TUPLE_IP4

CUSTOM_2

L4_SPORT

TCP/UDP source port. 16
Overloading:

OAM Y.1731 frames: L4_SPORT = OAM MEL flags, see below.
TCP_UDP is at the same time set to 1 to indicate the overloading.

OAM MEL flags:

Encoding of MD level/MEG level (MEL). One bit for each level where
lowest level encoded as zero.

The following keys can be generated:

MEL=0: 0b0000000.

MEL=1: 0b0000001.

MEL=2: 0b0000011.

MEL=3: 0b0000111.

MEL=4: 0b0001111.

MEL=5: 0b0011111.

MEL=6: 0b0111111.

MEL=7: 0b1111111.

Together with the mask, the following kinds of rules may be created:
Exact match. Fx. MEL=2: 0b0000011.

Below. Fx. MEL<=4: 0b0OOOXXXX.

Above. Fx. MEL>=5: 0bXX11111.

Between. Fx. 3<= MEL<=5: 0b00XX111,

where ‘X’ means don’t care.

> |LL_FULL

> INORMAL

L4_RNG

Range mask. Range types: SPORT, DPORT, SPORT or DPORT, VID, 8
DSCP, custom.

Input into range checkers is taken from frame except DSCP value

which is the remapped DSCP value from basic classification.

IP_PAYLOAD_5TUPLE

Payload bytes after IP header. IPv4 options are not parsed so payload 32
is always taken 20 bytes after the start of the IPv4 header.

CUSTOM2

32 bytes payload starting from current frame pointer position, as 256
controlled by VCAP CLM actions.

Note that if frame_type==ETH, then payload is retrieved from a

position following the Ethernet layer; for example, after DMAC, SMAC,

0-3 VLAN tags and EtherType.
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3.15.6 VCAP CLM X16 Key Details

The X16 keys include an X16_TYPE field, which is used to tell difference between the keys. It takes a
unique value for each key. The following table lists details about the fields applicable to these keys.

Table 63+ VCAP CLM X16 Key Details

> |CUSTOM_1

Field Name Description Size

X16_TYPE X16 type. 1
0: NORMAL_7TUPLE.
1: CUSTOM 1.

FIRST Selects between entries relevant for first and second lookup. Set for first 1 X X
lookup, cleared for second lookup.

G_IDX_IS_SERVICE Set if the VCAP CLM action from the previous VCAP CLM lookup 1 X X
specified ISDX to be used as G_IDX.

G_IDX Generic index used to bind together entries across VCAP CLM lookups. 12 X X

> INORMAL_7TUPLE

G_IDX is calculated based on fields in VCAP CLM action from previous
VCAP CLM lookup:

NXT_IDX_CTRL.

NXT_IDX.

Default value is configurable in
ANA_CL::CLM_MISC_CTRL.CLM_GIDX_DEF_SEL. It can be zero,
logical port number, or masqueraded port number.

IGR_PORT_MASK_SEL Mode selector for IGR_PORT_MASK. 2 X

0: Default setting.

1: Set for frames received from a loopback device, for example,
LBK_DEV*.

2: Set for masqueraded frames if
ANA_CL::CLM_MISC_CTRL.MASQ_IGR_MASK_ENA == 1.

A masqueraded frame is identified by the following criteria:
(ifh.fwd.dst_mode == inject && ifh.src_port != physical_src_port)
|

(misc.pipeline_act == inj_masq)

3: Set for the following frame types:
3.a: CPU injected frames and
ANA_CL::CLM_MISC_CTRL.CPU_IGR_MASK_ENA ==

3.b: Frames received from VDO or VD1 and
ANA CL::CLM_MISC_CTRL.VD _IGR_MASK_ ENA ==

3.c: Frame received on a loopback device and
ANA_CL::CLM_MISC_CTRL.LBK_IGR_MASK_SEL3_ENA==1.

If a frame fulfills multiple of above criteria, then higher value of
IGR_PORT_MASK_SEL takes precedence.
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Table 63+ VCAP CLM X16 Key Details (continued)

CUSTOM _1

Field Name Description Size
IGR_PORT_MASK Ingress port mask.

> INORMAL_7TUPLE

(&)
w

IGR_PORT_MASK_SEL == 0:
Each bit in the mask correspond to physical ingress port.

IGR_PORT_MASK_SEL == 1:
Each bit in the mask correspond to the physical port which the frame was
looped on.

IGR_PORT_MASK_SEL == 2:
Each bit in the mask correspond to the masqueraded port.

If IGR_PORT_MASK_SEL == 3:

Bit 0: Physical src port == CPUO.

Bit 1: Physical src port == CPU1.

Bit 2: Physical src port == VDO.

Bit 3: Physical src port == VD1.

Bits 4:9: Src port (possibly masqueraded).
Bits 44:48: ifh.misc.pipeline_pt.

Bits 49:51: ifh.misc.pipeline_act.

Bits 52: Reserved.

L2_MC Set if frame’s destination MAC address is a multicast address (bit 40 = 1). 1 X

L2_BC Set if frame’s destination MAC address is the broadcast address (FF-FF- 1 X
FF-FF-FF-FF).

TPIDO Tag protocol identifier of the frame’s first tag (outer tag): 3 X
0: Untagged.
1: 0x8100.
4: 0x88A8.
5: Custom value 1.
6: Custom value 2.
7: Custom value 3.

PCPO By default PCP from frame but it is selectable per lookup in VCAP CLM 3 X
whether to use the current classified PCP instead
(ANA_CL::ADV_CL_CFG.USE_CL_TCIO_ENA).

DEIO By default DEI from frame but it is selectable per lookup in VCAP CLM 1 X
whether to use the current classified DEI instead
(ANA_CL::ADV_CL_CFG.USE_CL_TCIO_ENA).

VIDO By default VID from frame but it is selectable per lookup in VCAP CLM 12 x
whether to use the current classified VID instead
(ANA_CL::ADV_CL_CFG.USE_CL_TCIO_ENA).

For untagged frames, VIDO is set to 0.
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Table 63+ VCAP CLM X16 Key Details (continued)
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Field Name Description Size 2 8
TPID1 Tag protocol identifier of the frame’s second tag (tag after outer tag): 3 X
0: No second tag.
1: 0x8100.
4: 0x88A8.
5: Custom value 1.
6: Custom value 2.
7: Custom value 3.
PCP1 Frame’s PCP from second tag. 3 X
DEI1 Frame’s DEI from second tag. 1 X
VID1 Frame’s VID from second tag. 12 X
TPID2 Tag protocol identifier of the frame’s third tag: 3 X
0: No third tag.
1: 0x8100.
4: 0x88A8.
5: Custom value 1.
6: Custom value 2.
7: Custom value 3
PCP2 Frame’s PCP from third tag. 3 X
DEI2 Frame’s DEI from third tag. 1 X
VID2 Frame’s VID from third tag. 12 X
L2 DMAC Destination MAC address. 48 X
L2_SMAC Source MAC address. 48 X
IP_MC IPv4 frames: Set if frame’s destination IP address is an IPv4 multicast 1 X

address (OxE /4).
IPv6 frames: Set if frame’s destination IP address is an IPv6 multicast
address (OxFF /8).

ETYPE_LEN Frame type flag indicating that the frame is EtherType encoded. 1 X
Set if frame has EtherType >= 0x600.
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Table 63+ VCAP CLM X16 Key Details (continued)

CUSTOM_1

Field Name Description Size

ETYPE Overloaded field for different frame types:
LLC frames (ETYPE_LEN = 0 and IP_SNAP = 0):
ETYPE = [DSAP, SSAP]

> INORMAL_7TUPLE

-
(e}

SNAP frames (ETYPE_LEN = 0 and IP_SNAP = 1):
ETYPE = PID[4:3] from SNAP header.

TCP/UDP IPv4 or IPv6 frames (ETYPE_LEN =1, IP_SNAP = 1,
and TCP_UDP = 1):
ETYPE = TCP/UDP destination port.

Non-TCP/UDP IPv4 or IPv6 frames (ETYPE_LEN = 1, IP_SNAP = 1, and
TCP_UDP =0):
ETYPE = IP protocol.

Other frames (ETYPE_LEN = 1 and IP_SNAP = 0):
ETYPE = Frame’s EtherType.

IP_SNAP Frame type flag indicating that the frame is either an IP frame or a SNAP 1 X
frame.

IP frames (ETYPE_LEN = 1):
Set if (EtherType= 0x0800 and IP version = 4) or
(ETYPE = 0x86DD and IP version = 6).

SNAP frames (ETYPE_LEN = 0):
Set if LLC header contains AA-AA-03.

IP4 Frame type flag indicating the frame is an IPv4 frame. 1 X
Set if frame is IPv4 frame (EtherType = 0x800 and IP version = 4).

L3_FRAGMENT Set if IPv4 frame is fragmented (More Fragments flag = 1 or Fragments 1 X
Offset > 0).

L3 _FRAG_OFS_GTO Set if IPv4 frame is fragmented but not the first fragment (Fragments 1 X
Offset > 0)

L3_OPTIONS Set if IPv4 frame contains options (IP len > 5). IP options are not parsed. 1 X

L3_DSCP By default DSCP from frame. Per match, selectable to be current 6 X
classified DSCP (ANA_CL::ADV_CL_CFG.USE_CL_DSCP_ENA).

L3_IP6_DIP Destination IP address. 128 x

IPv4 frames (IP4=1):
Bits 31:0: Destination IPv4 address.
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Table 63+ VCAP CLM X16 Key Details (continued)

CUSTOM_1

Field Name Description Size

L3_IP6_SIP Overloaded field for different frame types: 128
LLC frames (ETYPE_LEN=0 and IP_SNAP=0):
L3_IP6_SIP = [CTRL, PAYLOADI[0:14]]

SNAP frames (ETYPE_LEN=0 and IP_SNAP=1):
L3_IP6_SIP = [PID[2:0], PAYLOADI[0:12]]

IPv4 frames (ETYPE_LEN=1, IP_SNAP=1, and IP4=1):
L3_IP6_SIP[31:0] = source IPv4 address

IPv6 frames (ETYPE_LEN=1, IP_SNAP=1, IP4=0):
L3_IP6_SIP = source |IPv6 address

Other frames (ETYPE_LEN=1, IP_SNAP=0):
L3_IP6_SIP = PAYLOADI[0:15]

TCP_UDP Frame type flag indicating the frame is a TCP or UDP frame. 1 X
Set if frame is IPv4/IPv6 TCP or UDP frame (IP protocol/next header
equals 6 or 17).

> INORMAL_7TUPLE

Overloading:
Set to 1 for OAM Y.1731 frames.

TCP Frame type flag indicating the frame is a TCP frame. 1 X
Set if frame is IPv4 TCP frame (IP protocol = 6) or IPv6 TCP frames (Next
header = 6).

L4 _SPORT TCP/UDP source port. 16 X

Overloading:
OAM Y.1731 frames: L4_SPORT = OAM MEL flags, see below. TCP_UDP
is at the same time set to 1 to indicate the overloading.

OAM MEL flags:

Encoding of MD level/MEG level (MEL). One bit for each level where
lowest level encoded as zero.

The following keys can be generated:

MEL=0: 0b0000000

MEL=1: 0b0000001

MEL=2: 0b0000011

MEL=3: 0b0000111

MEL=4: 0b0001111

MEL=5: 0b0011111

MEL=6: 0b0111111

MEL=7: 0b1111111

Together with the mask, the following kinds of rules may be created:
Exact match. Fx. MEL=2: 0b0000011

Below. Fx. MEL<=4: 0b000XXXX

Above. Fx. MEL>=5: 0bXX11111

Between. Fx. 3<= MEL<=5: 0b00XX111,

where ‘X’ means don’t care.
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Table 63+ VCAP CLM X16 Key Details (continued)
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Field Name Description Size 2 8
L4_RNG Range mask. Range types: SPORT, DPORT, SPORT or DPORT, VID, 8 X
DSCP, custom.
Input into range checkers is taken from frame, except DSCP value, which
is the remapped DSCP value from basic classification.
CUSTOM1 64 bytes payload starting from current frame pointer position, as controlled 512 X
by VCAP CLM actions.
Note that if frame_type==ETH, payload is retrieved from a position
following the Ethernet layer. For example, after DMAC, SMAC, 0-3 VLAN
tags, and EtherType.
3.15.7 VCAP CLM Actions

VCAP CLM supports four different actions, which can be used for different purposes. The actions have
different sizes and must be paired with the keys as listed in the following table.

Table 64+« VCAP CLM Action Selection

Action Name Size Action Type
MLBS_REDUCED 1 word X1 type
69 bits
CLASSIFICATION 2 words X2 type
124 bits
MLBS 2 words X2 type
127 bits
FULL 4 words X4 type
250 bits

Any VCAP CLM action can be used with any of VCAP CLM keys. However, if the action’s type is larger
than the associated key'’s type (for instance FULL action of type X4 with TRI_VID key of type X8), then

the entry row in the VCAP cannot be fully utilized.

The following table provides details for all VCAP CLM actions. When programming an action in VCAP
CLM, the associated action fields listed must be programmed in the listed order with the first field in the

table starting at bit O in the action.

Table 65+ VCAP CLM Actions
a 4
S 2
2 g
Qo
i
7]
B3 <3
Field Name Description and Encoding Size 5' 5' d 2
X2_TYPE X2 type. 1 X X
0: MLBS.

1: Classification.
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Table 65« VCAP CLM Actions (continued)

CLASSIFICATION

MLBS_REDUCED
> |FULL

MLBS

Field Name Description and Encoding Size
DSCP_ENA If set, use DSCP_VAL as classified DSCP value.

DSCP_VAL See DSCP_ENA.

COSID_ENA If set, use COSID_VAL as classified COSID value.

COSID_VAL See COSID_ENA.

QOS_ENA If set, use QOS_VAL as classified QoS class.

QOS_VAL See QOS_ENA.

X

x
x
x
x

DP_VAL See DP_ENA.

DEI_ENA If set, use DEI_VAL as classified DEI value.
DEI_VAL See DEI_ENA.

PCP_ENA If set, use PCP_VAL as classified PCP value.
PCP_VAL See PCP_ENA.

1
6
1
3
1
3
DP_ENA If set, use DP_VAL as classified drop precedence level. 1 X X X X
2
1
1
1
3
2

MAP_LOOKUP_SEL Selects which of the two QoS Mapping Table lookups that
MAP_KEY and MAP_IDX are applied to.
0: No changes to the QoS Mapping Table lookup. That is,
MAP_KEY and MAP_IDX are not used.
1: Update key type and index for QoS Mapping Table lookup #0.
2: Update key type and index for QoS Mapping Table lookup #1.
3: Reserved.
MLBS_REDUCED:
Use 8 bits from COSID_ENA (LSB), COSID_VAL, QOS_ENA,
and QOS_VAL (MSB) as MAP_IDX. COSID and QOS class
cannot be assigned at the same time. MAP_KEY is always 3
(TC).

MAP_KEY Key type for QoS mapping table lookup. 3 X X X
0: DEIO, PCPO (outer tag).
1: DEIM, PCP1 (middle tag).
2: DEI2, PCP2 (inner tag).
3: TC based on conf.mpls_sel_tc_only_ena it is either possible to
always IFH.ENCAP.MPLS_TC or to only use TC it extracted by
label stack.
4: PCPO (outer tag).
5: Reserved.
6: DSCP if available, otherwise none (64 entries).
7: DSCP if available, otherwise DEIO, PCPO (outer tag) if
available using MAP_IDX+8, otherwise none (80 entries).

MAP_IDX Index for QoS mapping table lookup. 8 X X X
Index bits 10:3 into 2K mapping table. Bits 2:0 are always 0.

VMDS-10492 VSC7440 Datasheet Revision 4.2 93



Functional Descriptions

& Microsemi

a A8\ MicrocHiP company

Table 65« VCAP CLM Actions (continued)

Field Name

Description and Encoding

Size

MLBS_REDUCED

VID_ADD_REPLACE_SEL

Controls the classified VID.

0: New VID = old VID + VID_VAL.

1: New VID = VID_VAL.

2: New VID = VID from frame's second tag (middle tag) if
available, otherwise VID_VAL.

3: New VID = VID from frame's third tag (inner tag) if available,
otherwise VID_VAL.

> |MLBS

> |CLASSIFICATION

> |FULL

VID_VAL

By default, add this value to the current classified VID. Note this
is not the VID used as key into VCAP CLM. If the classified VID +
VID_ADD_VAL exceeds the range of 12 bit then a wrap around is
done.

12 X

VLAN_POP_CNT_ENA

If set, VLAN_POP_CNT is used.

VLAN_POP_CNT

VLAN pop count: 0, 1, 2, or 3 tags.

Post-processing of VLAN_POP_CNT: If VLAN_POP_CNT
exceeds the actual number of tags in the frame, it is reduced to
match the number of VLAN tags in the frame.

VLAN_WAS_TAGGED

Controls the WAS_TAGGED setting forwarded to the rewriter.
0: No changes to WAS_TAGGED.

1: Set WAS_TAGGED to 0.

2: Set WAS_TAGGED to 1.

3: Reserved.

ISDX_ADD_REPLACE_SEL

Controls the classified ISDX.
0: New ISDX = old ISDX + ISDX_VAL.
1: New ISDX = ISDX_VAL.

ISDX_VAL

See ISDX_ADD_REPLACE_SEL.

MASK_MODE

Controls how PORT_MASK is applied.

0: OR_DSTMASK: Or PORT_MASK with destination mask.

1: AND_VLANMASK: And PORT_MASK with VLAN mask. The
actual ANDing with the VLAN mask is performed after the
ANA_L3 block has determined the VLAN mask.

2: REPLACE_PGID: Replace PGID port mask from MAC table
lookup by PORT_MASK.

3: REPLACE_ALL: Use PORT_MASK as final destination set
replacing all other port masks.

4: REDIR_PGID: Redirect using PORT_MASK]7:0] as PGID
table index. See PORT_MASK for extra configuration options.
5: OR_PGID_MASK: Or PORT_MASK with PGID port mask from
MAC table lookup.

6: Reserved.

7: Not applicable.

Note that for REDIR_PGID, REPLACE_ALL, and VSTAX, the
port mask becomes “sticky” and cannot be modified by
subsequent processing steps.

The CPU port is untouched by MASK_MODE.
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Table 65« VCAP CLM Actions (continued)

MLBS_REDUCED
CLASSIFICATION

MLBS

Field Name Description and Encoding Size

> |FULL

PORT_MASK Port mask. 53
MASK_MODE=4 (REDIR_PGID):
PORT_MASK][52]: SRC_PORT_MASK_ENA. If set,
SRC_PORT_MASK is AND’ed with destination result.
PORT_MASK[51]: AGGR_PORT_MASK_ENA. If set,
AGGR_PORT_MASK is AND’ed with destination result.
PORT_MASK][50]: VLAN_PORT_MASK_ENA. If set,
VLAN_PORT_MASK is AND’ed with destination result.
PORT_MASK]7:0]: PGID table index.

RT_SEL Controls routing. 2 X
0: No change to routing.
1: Enable routing.
2: Disable routing.

FWD_DIS If set, forwarding of the frame to front ports is disabled. CPU 1 X X X
extraction is still possible.

CPU_ENA Copy frame to specified CPU extraction queue. 1 X X X X
CPU_Q CPU extraction queue when frame is forwarded to CPU. 3 X X X X
MIP_SEL Controls the MIP selection. 2 X X

0: No change in MIP selection.

1: Enable MIP.

2: Disable MIP.

If enabled, the MIP_IDX is given by the IPT table.
OAM_Y1731_SEL determines the number of VLAN tags required
for processing a frame in the MIP.

OAM_Y1731_SEL Selects which frames are detected as OAM frames by MEP and 3 X X X
MIP.

: No change in detection.

: Disable OAM.

: Detect untagged OAM.

: Detect single tagged OAM.

: Detect double tagged OAM.

: Detect triple tagged OAM.

: Enable Y1731 OAM unconditionally.

: Enable any tags and EtherType as OAM unconditionally.

NoO o h WN-2O0O

RSVD_LBL_VAL Use when MPLS_OAM_TYPE = 2, 4, or 5. 4 X
Configures the reserved label used as OAM label for this MEP or
MIP. Only the lower 4 bits of the label value is configured.
Normally this field should be set to 13 (GAL label value).

If MPLS_OAM_TYPE is set to 2, 4, or 5 and action record does
not include RSVD_LBL_VAL, then a value of 13 (GAL label
value) is used.

TC_ENA Use the label’s TC as classified TC. 1 X

TTL_ENA Use the label's TTL as classified TTL 1 X
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Table 65« VCAP CLM Actions (continued)

MLBS_REDUCED
CLASSIFICATION

Field Name Description and Encoding Size

> |MLBS
> |FULL

TC_LABEL Selects which label provides the classified TC. 2
0: Use TC from LSE #0 (if available).
1: Use TC from LSE #1 (if available).
2: Use TC from LSE #2 (if available).
3: Do not update TC.
LSE #0 is top LSE, followed by LSE #1, and so on.

TTL_LABEL Selects which label provides the classified TTL. 2 X X
0: Use TTL from LSE #O (if available).
1: Use TTL from LSE #1 (if available).
2: Use TTL from LSE #2 (if available).
3: Do not update TTL.
LSE #0 is top LSE, followed by LSE #1, and so on.

NUM_VLD_LABELS Number of valid labels, without reserved labels. Position of 2 X X
“deepest” label to be processed. Numbering starts with 0 at top
LSE. If reserved labels are “skipped”, then these are not counted
in NUM_VLD_LABELS. Valid range: 0-2.

Use of NUM_VLD_LABELS is dependent on FWD_TYPE as
follows:

FWD_TYPE=0: NUM_VLD_LABELS is not used.
FWD_TYPE=1: Position of PW label.

FWD_TYPE=2: Position of label to be swapped. LSEs above the
swap label are popped.

FWD_TYPE=3: Position of deepest label, which is to be popped.

FWD_TYPE Forwarding type. 4 X X X
0: NONE
1: TERMINATE_PW - Terminate pseudo wire.
2: LBL_SWAP - Swap label
3: LBL_POP - Pop Labels
3: CTRL_PDU

FWD_TYPE: NONE
No MPLS termination, MPLS SWAP, or MPLS POP

FWD_TYPE: TERMINATE_PW

Terminate pseudo wire.

NXT_NORM_W16_OFFSET or NXT_NORM_W32_OFFSET
must be set to move frame pointer to CW/ACH if present, and
otherwise to the PDU that follows the MPLS label stack.
NUM_VLD_ LABELS must be set to the position of the PW label.
NXT_TYPE_AFTER_OFFSET must be set to CW if PW uses
CW, otherwise ETH.

NXT_NORMALIZE must be set to 1 to have MPLS Link Layer,
LSEs and CW stripped.

MPLS_OAM_TYPE can be set to values 0-4 to disable/enable
OAM PDU detection.
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Table 65« VCAP CLM Actions (continued)

CLASSIFICATION

MLBS_REDUCED
FULL

MLBS

Field Name Description and Encoding Size

FWD_TYPE: LBL_SWAP

Swap label at position NUM_VLD_LABELS.

Any label above the swap label are popped.
NXT_NORM_W16_OFFSET or NXT_NORM_W32_OFFSET
must be set to move frame pointer to swap label.
NUM_VLD_LABELS must be set to the position of the swap
label.

NXT_NORMALIZE must be set to 1 to have MPLS Link Layer
and, possibly, labels stripped.

NXT_TYPE_AFTER_OFFSET must be set to MPLS.

OAM PDUs are not detected, though frames with reserved label
values as well as frames with TTL expiry can be redirected to
CPU.

FWD_TYPE: LBL_POP

Pop labels.

NXT_NORM_W16_OFFSET or NXT_NORM_W32_OFFSET
must be set to move frame pointer past popped labels.
NUM_VLD_LABELS must be set to the position of the deepest
label to be popped.

NXT_NORMALIZE must be set to 1.
NXT_TYPE_AFTER_OFFSET should normally be set to MPLS.
NXT_TYPE_AFTER_OFFSET may be set to CW when
terminating LSP with IP frames for CPU processing.
MPLS_OAM_TYPE can be set to 0, 5, or 6 to disable/enable
OAM PDU detection.

FWD_TYPE: CTRL_PDU
MPLS_OAM_TYPE controls PDU type (as encoded in
IFH.ENCAP.PDU_TYPE):
- NONE.

: OAM_Y1731.

: OAM_MPLS_TP.

PTP.

:IP4_UDP_PTP.

1 IP6_UDP_PTP.

: Reserved.

: SAM_SEQ.

No s wWN 2O

OAM_Y1731_SEL controls PDU_OFFSET:

0: No change to PDU offset.

1: ETH_PAYLOAD.

2: IP_PAYLOAD.

3: Non-normalized offset (PDU_OFFSET = difference between
normalized and non-normalized payload).
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Table 65« VCAP CLM Actions (continued)

73
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Field Name Description and Encoding Size 5' 5' d E
MPLS_OAM_TYPE When either MIP or MEP OAM detection is enabled 3 X X X
(MPLS_MIP_ENA or MPLS_MEP_ENA), MPLS_OAM_TYPE
configures in which control channel to look for OAM.
For FWD_TYPE = 1 (TERMINATE_PW), MPLS_OAM_TYPE
configures which Control Channel Type is used for forwarding
PW OAM:
1: Detect Vccv1 OAM
2: Detect Vcev2 OAM
3: Detect Vcev3 OAM
4: Detect Vccv4 OAM
For FWD_TYPE = 3 (LSP_POP), MPLS_OAM_TYPE configures
which Control Channel Type is used for LSP OAM:
5: LSP OAM under GAL found at pos NUM_VLD_LABELS + 1
6: LSP OAM under GAL found at pos NUM_VLD_LABELS
For FWD_TYPE = 4 (CTRL_PDU), MPLS_OAM_TYPE
configures directly the control type and PDU position (with
OAM_Y1731_SEL and NXT_NORM_W16_OFFSET/
NXT_NORM_W32_OFFSET) and bypasses post-processing:
1: OAM_Y1731
2: OAM_MPLS_TP
3: PTP
4:IP4_UDP_PTP
5:1P6_UDP_PTP
6: Reserved
7: SAM_SEQ
MPLS_MEP_ENA Enables detection of MPLS MEP. If enabled and if frame is not 1 X X X

selected for MIP extraction, it is determined whether it is a valid
frame OAM PDU according to the MPLS_OAM_TYPE.

MPLS_MIP_ENA Enables detection of MPLS MIP. If enabled, the iTTL will be 1 X X X
checked for expiry. In case of iTTL expiry, the frame is checked if
it is a valid OAM PDU according to the MPLS_OAM_TYPE.

MPLS_OAM_FLAVOR If OAM detection is enabled, this setting determines if the G- 1 X X X
ACH/ACH selected by MPLS_OAM_TYPE is checked for
Channel Type = 0x8902.
This configuration applies only to MEP OAM detection. OAM MIP
detection is extracted to SW based on from the configured
Control Channel Type, regardless of the channel type, because
all OAM MIP processing is done in software.
0: G8113_2 (BFD, and so on).
1: G8113_1 (BHH).

MPLS_IP_CTRL_ENA Enables IP directly under MPLS based on IP profiles. 1 X X X
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Table 65« VCAP CLM Actions (continued)
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Field Name Description and Encoding Size 5' 5' d E
CUSTOM_ACE_ENA Controls S2 custom rule selection: 3 X
Bit 0: Selects custom key to use (0: CUSTOM_1, 1: CUSTOM_2).
Bit 1: Enables custom key for first lookup.
Bit 2: Enables custom key for second lookup.
CUSTOM_ACE_OFFSET Selects custom data extraction point: 2 X
0: Current position (after IFH.WORD16_POP_CNT). Only
applicable to frame type ETH.
1: Link layer payload (after VLAN tags and EtherType for ETH,
after control word for CW).
2: Link layer payload + 20 bytes.
3: Link layer payload + 40 bytes.
PAG_OVERRIDE_MASK Bits set in this mask override the previous PAG result with the 8 X X X
PAG_VAL value from this action.
PAG_VAL PAG is updated using the following bit mask operation: 8 X X X
PAG = (PAG and ~PAG_OVERRIDE_MASK) | (PAG_VAL and
PAG_OVERRIDE_MASK).
PAG can be used to tie VCAP CLM lookups with VCAP 1S2
lookups. The PAG default value is configurable per port in
ANA_CL:PORT:PORT_ID_CFG.PAG_VAL.
RESERVED Must be set to 0. 7 X
LPORT_NUM Use this value for LPORT and IFH.SRC_PORT when 6 X
LPORT_ENAis set.
MATCH_ID Logical ID for the entry. If the frame is forwarded to the CPU, the 12 X
MATCH_ID is extracted together with the frame. MATCH_ID is
used together with MATCH_ID_MASK as follows:
MATCH_ID = (MATCH_ID and ~MATCH_ID_MASK) |
(MATCH_ID and MATCH_ID_MASK).
The result is placed in IFH.CL_RSLT.
MATCH_ID_MASK Bits set in this mask overrides the previous MATCH_ID with the 12 X
MATCH_ID value from this action.
PIPELINE_FORCE_ENA If set, use PIPELINE_PT unconditionally. Overrule previous 2 X X X X
settings of pipeline point. Use the following pipeline actions:
0: No change to PIPELINE_PT or PIPELINE_ACT.
1: Change PIPELINE_PT and set PIPELINE_ACT=XTR
2: Change PIPELINE_PT and set PIPELINE_ACT=INJ
(PIPELINE_ACT_SEL=0) or INJ_MASQ
(PIPELINE_ACT_SEL=1)
3: Change PIPELINE_PT and set PIPELINE_ACT=LBK_QS
(PIPELINE_ACT_SEL=0) or LBK_ASM
(PIPELINE_ACT_SEL=1)
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Field Name

Description and Encoding

Size

MLBS

CLASSIFICATION

FULL

PIPELINE_PT_REDUCED

Pipeline point used if PIPELINE_FORCE_ENA is set:

0: ANA_CLM

1: ANA_OU_MIP

2: ANA_IN_MIP
3:ANA_PORT_VOE
4: ANA_OU_VOE
5:ANA_IN_VOE

6: REW_IN_VOE

7: REW_OU_VOE

> |MLBS_REDUCED

PIPELINE_PT

Pipeline point used if PIPELINE_FORCE_ENA is set:

0: NONE

1: ANA_VRAP

2: ANA_PORT VOE
3:ANA_CL

4: ANA_CLM
5:ANA_IPT_PROT
6:ANA_OU_MIP
7:ANA_OU_SW
8:ANA_OU_PROT
9: ANA_OU_VOE
10: ANA_MID_PROT
11: ANA_IN_VOE
12: ANA_IN_PROT
13: ANA_IN_SW

14: ANA_IN_MIP

15: ANA_VLAN

16: ANA_DONE
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Table 65« VCAP CLM Actions (continued)

Field Name Description and Encoding Size

> |MLBS_REDUCED
> |CLASSIFICATION

> |MLBS
> |FULL

NXT_KEY_TYPE Enforces specific key type for next VCAP CLM lookup. 4
0: No overruling of default key type selection.
1: MLL
2: SGL_MLBS
3: DBL_MLBS
4: TRI_MLBS
5: TRI_VID or TRI_VID_IDX depending on configuration per
VCAP CLM lookup in
ANA_CL::CLM_KEY_CFG.CLM_TRI_VID_SEL
6: LL_FULL
7: NORMAL (with normal SRC information)
8: NORMAL with DST information
This is a modified version of NORMAL key type, where
- the frame’s DMAC is used in the L2_SMAC key field.
- the frame’s IPv4 DIP is used in the L3_IP4_SIP key field.
9: NORMAL_7TUPLE
10: NORMAL_5TUPLE_IP4
11: PURE_S5TUPLE_IP4
12: CUSTOM!1
13: CUSTOM2
14: CUSTOM4
15: CLMS_DONE
Complete - disable all remaining VCAP CLM lookups.

NXT_NORM_W32_OFFSET  4-byte value to be added to frame pointer. 2 X
If any reserved MPLS labels were “skipped” during key
generation before VCAP CLM lookup, then these are not counted
in NXT_NORM_W32_OFFSET, because frame pointer is
automatically moved past "skipped" labels.
If both NXT_NORM_W32_OFFSET and
NXT_OFFSET_FROM_TYPE are specified, then frame pointer is
first modified based on NXT_OFFSET_FROM_TYPE and then
moved further based on NXT_NORM_W32_OFFSET.

NXT_NORM_W16_OFFSET  2-byte value to be added to frame pointer. 5 X X X
If any reserved MPLS labels were skipped during key generation
before VCAP CLM lookup, then these are not be counted in
NXT_NORM_W16_OFFSET, because frame pointer is
automatically moved past “skipped” labels.

If both NXT_NORM_W16_OFFSET and
NXT_OFFSET_FROM_TYPE are specified, then frame pointer is
first modified based on NXT_OFFSET_FROM_TYPE and then
moved further based on NXT_NORM_W16_OFFSET.
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Table 65« VCAP CLM Actions (continued)

Field Name

MLBS_REDUCED

Description and Encoding Size

NXT_OFFSET_FROM_TYPE

> |CLASSIFICATION

> |MLBS
> |FULL

Move frame pointer depending on type of current protocol layer. 2

0: NONE. No frame pointer movement.

1: SKIP_ETH. Skip Ethernet layer.

If frame type is ETH, then move frame pointer past DMAC, SMAC
and 0-3 VLAN tags.

2: SKIP_IP_ETH - Skip IP layer and preceding Ethernet layer (if
present).

If frame type is ETH: Move frame pointer past DMAC, SMAC, 0-3
VLAN tags and IPv4/IPv6 header.

If frame type is CW and IP version is 4 or 6: Move frame pointer
past IPv4/IPv6 header.

For IPv4 header frame pointer is also moved past any IPv4
header options.

3: RSV. Reserved.

NXT_TYPE_AFTER_OFFSET

Protocol layer (frame_type) at frame pointer position after update 2 X X X X
based on NXT_OFFSET_FROM_TYPE and
NXT_NORM_W16_OFFSET or NXT_NORM_W32_OFFSET.

Frame_type is only changed if one of the following conditions is
true:

a) Frame pointer is moved.

b) Frame_type going into VCAP CLM was DATA and
NXT_KEY_TYPE != 0.

0: ETH. Frame pointer points to start of DMAC.

1: CW (IP/ MPLS PW CW / MPLS ACH). Frame pointer points to
MPLS CW/ACH or IP version.

2: MPLS. Frame pointer points to MPLS label.

3: DATA. “Raw” data, such as unknown protocol type.

NXT_NORMALIZE

Instruct rewriter to strip all frame data up to current position of 1 X X X X
frame pointer. The stripped data is not used for forwarding.

When a VCAP CLM action is processed, frame pointer is updated

before NXT_NORMALIZE is applied.

Note The rewriter can strip a maximum of 42 bytes.
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Table 65« VCAP CLM Actions (continued)

a 4
g 2
2 <
Qo
@ o
| ®
7))
mm 2
Field Name Description and Encoding Size 5' 5' d E
NXT_IDX _CTRL Controls the generation of the G_IDX used in the VCAP CLM 3 X X X X
next lookup:
0: TRANSPARENT. G_IDX of previous parser step is carried
forward to next parser step.
1: REPLACE. Replace previous G_IDX value with NXT_IDX of
this result.
2: ADD. Add NXT _IDX of this result to G_IDX of previous parser
step.
3: ISDX.Use ISDX as G_IDX.
4: RPL_COND_ISDX. Replace previous G_IDX value with
NXT_IDX of this result. Assign ISDX to ISDX_VAL for terminated
data.
5: Use ISDX with NXT_IDX for non terminated data (not CPU
redir and MEP ftraffic).
6: Replace ISDX with NXT_IDX. Use ISDX as G_IDX in next key
for non terminated data.
7: Reserved.
NXT_IDX Index used as part of key (field G_IDX) in the next lookup. 12 X X X X
RESERVED Must be set to 0. 1 X X X
PIPELINE_ACT_SEL Used by PIPELINE_FORCE_ENA to control PIPELINE_ACT, see 1 X X X
PIPELINE_FORCE_ENA.
LPORT_ENA Controls if LPORT_NUM updates LPORT and IFH.SRC_PORT. 1 X

3.16

3.16.1

Analyzer Classifier

The analyzer classifier (ANA_CL) handles frame classification. This section provides information about
the following tasks performed by ANA_CL.

Basic classification. Initial classification including frame filtering, VLAN and QoS classification.
VCAP CLM processing. Advanced TCAM classification.
QoS mappings. Mapping and translations of incoming QoS parameters.

Basic Classifier

The analyzer classifier includes a common basic classifier that determines the following basic properties
that affect the forwarding of each frame through the switch.

VLAN tag extraction. Parses the frame’s VLAN tags in accordance with known tag protocol identifier

values.

Pipeline point evaluation. For injected and looped frames, ensures ANA_CL is part of the frame’s
processing flow.

Routing control. Evaluates if a frame can be routed in terms of VLAN tags.
Frame acceptance filtering. Drops illegal frame types.

QoS classification. Assigns one of eight QoS classes to the frame.

Drop precedence (DP) classification. Assigns one of four drop precedence levels to the frame.
DSCP classification. Assigns one of 64 DSCP values to the frame.
VLAN classification. Extracts tag information from the frame or use the port VLAN.
Link aggregation code generation. Generates the link aggregation code.
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» Layer 2 and Layer 3 control protocol handling. Determines CPU forwarding, CPU extraction queue
number, and dedicated protocol QoS handling.

»  Versatile Register Access Protocol (VRAP) handling. Extracts VRAP frames to VRAP engine.

* Logical port mapping. Maps physical ingress port to logical port used by analyzer.

The outcome of the classifier is the basic classification result, which can be overruled by more intelligent
frame processing with VCAP classification matching (VCAP CLM).

VLAN Tag Extraction

The following table lists the register associated with VLAN tag extraction.

Table 66« VLAN Tag Extraction Register

Register

Description Replication

ANA_CL::VLAN_STAG_CFG Ethertype for S-tags in addition to default value 0x88A8. 3

3.16.1.2

3.16.1.3

Up to five different VLAN tags are recognized by the device.

»  Customer tags (C-tags), which use TPID 0x8100.

»  Service tags (S-tags), which use TPID 0x88A8 (IEEE 802.1ad).

+  Service tags (S-tags), which use a custom TPID programmed in ANA_CL::VLAN_STAG_CFG.
Three different custom TPIDs are supported.

The device can parse and use information from up to three VLAN tags of any of the types previously
described.

Various blocks in the device use Layer 3 and Layer 4 information for classification and forwarding.
Layer 3 and Layer 4 information can be extracted from a frame with up to three VLAN tags. Frames with
more than three VLAN tags are always considered non-IP frames.

Pipeline Point Evaluation

The basic classifier is active for all frames with no active pipeline information for frames injected before or
at pipeline point ANA_CL and for frames extracted at or after pipeline point ANA_CL.

Frames looped by the rewriter (PIPELINE_ACT = LBK_ASM) have their REW pipeline point changed to
an ANA pipeline point, which indicates the point in the analyzer flow in ANA where they appear again
after being looped. The following pipeline point translation are handled.

PIPELINE_PT = REW_PORT_VOE is changed to ANA_PORT_VOE
PIPELINE_PT = REW_OU_VOE is changed to ANA_OU_VOE
PIPELINE_PT = REW_IN_VOE is changed to ANA_IN_VOE

+  PIPELINE_PT = REW_SAT is changed to ANA_CLM

+  PIPELINE_PT = REW_OU_VOE is changed to ANA_OU_SW

- PIPELINE_PT = REW_IN_SW is changed to ANA_IN_SW

Routing Tag Control

The basic classifier determines which IP frames can be routed in terms of the VLAN tag types. If a frame
can be routed, it is signalled to ANA_L3, where the routing decision is made. The following table lists the
register associated with routing control.

Table 67« Routing Tag Control Register

Register Description Replication
ANA_CL:PORT:VLAN_TPID_CTRL. Configures valid TPIDs for routing. This Per port
BASIC_TPID_AWARE_DIS configuration is shared with VLAN

classification.
ANA_CL:PORT:VLAN_TPID_CTRL. Configures number of valid VLAN tags in Per port
RT_TAG_CTRL routable frames.
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In order for a frame to be routed, the frame’s VLAN tags must all be valid, and routing must be enabled
for the number of VLAN tags in the frame.

The settings in BASIC_TPID_AWARE_DIS define each of three processed VLAN tags of which TPID
values are valid for routing. The settings in RT_TAG_CTRL define the number of valid VLAN tags that
must be present in routable frames.

Example: If routing is enabled for single-tagged frames with TPID=0x8100, configure the following:

 BASIC_TPID_AWARE_DIS = 0x7FFE. This invalidates all TPIDs except TPID = 0x8100 for outer
most VLAN tag.

*+ RT_TAG_CTRL = 0x2. This enables routing of frames with one accepted tag only.

In this example, if an untagged frame is received, it is not routable because routing is not enabled for

untagged frames. If a single-tagged frame is received with for instance TPID=0x88A8 or a double-tagged

frame is received with for instance TPID=0x8100 for outer tag and TPID=0x8100 for inner tag, they are

not routable because not all their VLAN tags are valid.

Example: To configure routing on a VLAN unaware port where routing is enabled for untagged frames
only, set RT_TAG_CTRL = 0x1 to enable routing of untagged frames only.

Frame Acceptance Filtering
The following table lists the registers associated with frame acceptance filtering.

Table 68+ Frame Acceptance Filtering Registers

Register Description Replication
ANA_CL::FILTER_CTRL Configures filtering of special frames Per port
ANA_CL:VLAN_FILTER_CTRL  Configures VLAN acceptance filter Three per port

Based on the configurations in the FILTER_CTRL register, the classifier can discard certain frame types
that are normally not allowed to enter the network, such as the following.

*  Frames with a multicast source MAC address (bit 40 in address is set)

*  Frames with a null source or null destination MAC address (address = 0x000000000000)

The VLAN acceptance filter decides whether a frame’s VLAN tagging is allowed on the port. It has three
stages where each stage checks one of the up to three processed VLAN tags. Each stage is
programmable independently of the other stages in ANA_CL:PORT:VLAN_FILTER_CTRL. The following
illustration shows the flowchart for the VLAN acceptance filter.
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Figure 22 « VLAN Acceptance Filter
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Frame accepted

The VLAN acceptance filter does not apply to untagged Layer 2 control protocol frames. They are always
accepted even when VLAN tags are required for other frames. The following frames are recognized as

Layer 2 control protocol frames:

*  Frames with DMAC = 0x0180C2000000 through 0x0180C200000F

*  Frames with DMAC = 0x0180C2000020 through 0x0180C200002F

*  Frames with DMAC = 0x0180C2000030 through 0x0180C200003F

Tagged Layer 2 control protocol frames are handled by the VLAN acceptance filter like normal tagged
frames and they must comply with the filter settings to be accepted.

Frames discarded by the frame acceptance filters are assigned PIPELINE_PT = ANA_CL and learning of
the frames’ source MAC addresses are at the same time disabled.
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3.16.1.5 QoS, DP, and DSCP Classification

This section provides information about the functions in the QoS, DP, and DSCP classification. The three
tasks are described as one, because the tasks have functionality in common.

The following table lists the registers associated with QoS, DP, and DSCP classification.

Table 69+ QoS, DP, and DSCP Classification Registers

Register Description Replication
ANA_CL:PORT:QOS_CFG Configuration of the overall classification flow Per port
for QoS, DP, and DSCP.
ANA_CL:PORT:PCP_DEI_MAP_CFG Port-based mapping of (DEI, PCP) to (DP, Per port per DEI per
QoS). PCP (16 per port)
ANA_CL::DSCP_CFG DSCP configuration per DSCP value. Per DSCP (64)
ANA_CL::QOS_MAP_CFG.DSCP_REWR_VAL DSCP rewrite values per QoS class. Per QoS class (8)
ANA_CL::CPU_8021_QOS_CFG Configuration of QoS class for Layer 2 Per Layer 2 protocol
control protocol frames redirected to the address (32)
CPU.

The basic classification provides the user with control of the QoS, DP, and DSCP classification
algorithms. The result of the basic classification are the following frame properties:

The frame’s QoS class. This class is encoded in a 3-bit field, where 7 is the highest priority QoS
class and 0 is the lowest priority QoS class. The QoS class is used by the queue system when
enqueuing frames and when evaluating resource consumptions, for policing, statistics, and rewriter
actions. The QoS class is carried internally in the IFH field IFH.VSTAX.QOS.CL_QOS.

The frame’s DP level. This level is encoded in a 2-bit field, where frames with DP = 3 have the
highest probability of being dropped and frames with DP = 0 have the lowest probability. The DP
level is used by the MEF compliant policers for measuring committed and peak information rates, for
restricting memory consumptions in the queue system, for collecting statistics, and for rewriting
priority information in the rewriter. The DP level is incremented by the policers if a frame is
exceeding a programmed committed information rate. The DP level is carried internally in the IFH
field IFH.VSTAX.QOS.CL_DP.

The frame’s DSCP. This value is encoded in a 6-bit fields. The DSCP value is forwarded with the
frame to the rewriter where it is translated and rewritten into the frame. The DSCP value is only
applicable to IPv4 and IPv6 frames. The DSCP is carried internally in the IFH field IFH.QOS.DSCP.

The classifier looks for the following fields in the incoming frame to determine the QoS, DP, and DSCP
classification:

Priority Code Point (PCP) when the frame is VLAN tagged or priority tagged. There is an option to
use the inner tag for double tagged frames (VLAN_CTRL.VLAN_TAG_SEL).

Drop Eligible Indicator (DEI) when the frame is VLAN tagged or priority tagged. There is an option to
use the inner tag for double tagged frames (VLAN_CTRL.VLAN_TAG_SEL).

DSCP (all 6 bits, both for IPv4 and IPv6 packets). The classifier can look for the DSCP value behind
up to three VLAN tags. For non-IP frames, the DSCP is 0 and it is not used elsewhere in the switch.
Destination MAC address (DMAC) for L2CP frames. Layer 2 control protocol frames that are
redirected to the CPU are given a programmable QoS class independently of other frame properties.

The following illustration shows the flow chart of basic QoS classification.
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Figure 23 «

Basic QoS Classification Flow Chart
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Y—P»| QoS class = BPDU_QOS[DMACIbits 3:0]]

“Frame is GARP”
(DMAC = 0x0180C200002X)
and "redirect to CPU”

Y—p»| QoS class = GXRP_QOS[DMACIbits 3:0]]

rame is Y.1731/IEEE802.1ag
(DMAC = 0x0180C200003X)
and "redirect to CPU"

Y—p| QoS class = Y1731_AG_QOS[DMAC[bits 3:0]]

v

Basic classified QoS class (IFH.VSTAX.QOS.CL_QOS)

The following illustration shows the flow chart for basic DP classification.
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Figure 24 « Basic DP Classification Flow Chart
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The following illustration shows the flow chart for basic DSCP classification.
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Figure 25+ Basic DSCP Classification Flow Chart
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Note that the DSCP translation part is common for both QoS, DP, and DSCP classification, and the
DSCP ftrust part is common for both QoS and DP classification.
The basic classifier has the option to overrule rewriter configuration (REW:PORT:DSCP_MAP) that
remaps the DSCP value at egress. When ANA_CL:PORT:QOS_CFG.DSCP_KEEP_ENA is set, the
rewriter is instructed not to modify the frame’s DSCP value (IFH.QOS.TRANSP_DSCP is set to 1).
The basic classified QoS, DP, and DSCP can be overwritten by more intelligent decisions made in the
VCAP CLM.
3.16.1.6 VLAN Classification
The following table lists the registers associated with VLAN classification.
Table 70« VLAN Configuration Registers
Register Description Replication

ANA_CL:PORT:VLAN_CTRL

VLAN-tagged and priority-tagged frames. Configures the
port-based VLAN.

Configures the port’s processing of VLAN information in  Per port
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Table 70« VLAN Configuration Registers (continued)

ANA_CL::VLAN_STAG_CFG Configures custom S-tag TPID value. 3
ANA_CL:PORT:PCP_DEI_TRANS_CFG Port-based translation of (DEI, PCP) to basic classified  Per port per
(DEI, PCP). DEI per PCP
(16 per port)
ANA_CL:PORT:VLAN_TPID_CTRL. Configures valid TPIDs for VLAN classification. This Per port
BASIC_TPID_AWARE_DIS configuration is shared with routing tag control.

The VLAN classification determines the following set of VLAN parameters for all frames:

»  Priority Code Point (PCP). The PCP is carried internally in the IFH field IFH.VSTAX.TAG.CL_PCP.

»  Drop Eligible Indicator (DEI). The DEl is carried internally in the IFH field IFH.VSTAX.TAG.CL_DEI.

*  VLAN Identifier (VID). The VID is carried internally in the IFH field IFH.VSTAX.TAG.CL_VID.

+  Tag Protocol Identifier (TPID) type, which holds information about the TPID of the tag used for
classification. The TPID type is carried internally in IFH field IFH.VSTAX.TAG.TAG_TYPE. Extended
information about the tag type is carried in IFH.DST.TAG_TPID.

The device recognizes five types of tags based on the TPID, which is the EtherType in front of the tag:

*  Customer tags (C-tags), which use TPID 0x8100.

»  Service tags (S-tags), which use TPID 0x88A8 (IEEE 802.1ad).

»  Custom service tags (S-tags), which use one of three custom TPIDs programmed in
ANA_CL::VLAN_STAG_CFG. Three different values are supported.

For customer tags and service tags, both VLAN tags (tags with nonzero VID) and priority tags (tags with

VID = 0) are processed.

It is configurable, which of the five recognized TPIDs are valid for the VLAN classification
(VLAN_TPID_CTRL.BASIC_TPID_AWARE_DIS). Only VLAN tags with valid TPIDs are used by the
VLAN classification. The parsing of VLAN tags stops when a VLAN tag with an invalid TPID is seen.

The VLAN tag information is either retrieved from a tag in the incoming frame or from default port-based
configuration. The port-based VLAN tag information is configured in ANA_CL:PORT:VLAN_CTRL.

For double tagged frames (at least two VLAN tags with valid TPIDs), there is an option to use the inner
tag instead of the outer tag (VLAN_CTRL.VLAN_TAG_SEL). Note that if the frame has more than two
valid VLAN tags, the inner tag refers to the tag immediately after the outer tag.

The following illustration shows the flow chart for basic VLAN classification.
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Figure 26 + Basic VLAN Classification Flow Chart

TAG_TPID = VLAN_CTRL.PORT_TAG_TYPE
PCP = VLAN_CTRL.PORT_PCP
DEI = VLAN_CTRL.PORT_DEI
VID = VLAN_CTRL.PORT_VID

A tag is valid for VLAN classification when:
- the TPID is one of 5 known TPIDs, and
- BASIC_TPID_AWARE_DIS[tag number, TPID] is cleared.

“Frame has valid outer tag” and
VLAN_AWARE_ENA[port]

”Frame has valid inner tag” and
VLAN_TAG_SEL[port]

Y
#  J
TAG_TPID = TPID(Frame.InnerTPID) TAG_TPID = TPID(Frame.OuterTPID)
PCP = Frame.InnerPCP PCP = Frame.OuterPCP
DEI = Frame.InnerDEI DEI = Frame.OuterDEI
VID = Frame.InnerVID VID = Frame.OuterVID
Y
VLAN_PCP_DEI_TRANS_ENA
Y

PCP = PCP_TRANS_VAL[port][8 x DEI + PCP]
DEI = DEI_TRANS_VAL[port][8 x DEI + PCP]

VID = VLAN_CTRL.PORT_VID

\J

Basic Classified Tag information

In addition to the classification shown, the port decides the number of VLAN tags to pop at egress
(VLAN_CTRL.VLAN_POP_CNT). If the configured number of tags to pop is greater than the actual
number of valid tags in the frame, the number is reduced to the number of actual valid tags in the frame.
A maximum of three VLAN tags can be popped. The VLAN pop count is carried in IFH field
IFH.TAGGING.POP_CNT.

Finally, the VLAN classification sets IFH field IFH.VSTAX.TAG.WAS_TAGGED if the port is VLAN aware
and the frame has one or more valid VLAN tags. WAS_TAGGED is used the rewriter to make decision on
whether tag information from existing tags can be used for rewriting.
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basic classified tag information can be overwritten by more intelligent decisions made in the VCAP

CLM.

3.16.1.7 Lin
This
The

Table 71 «

k Aggregation Code Generation
section provides information about the functions in link aggregation code generation.

following table lists the registers associated with aggregation code generation.

Aggregation Code Generation Registers

Register

Description Replication

ANA_CL::

AGGR_CFG  Configures use of Layer 2 through Layer 4 flow information Common
for link aggregation code generation.

The
port

The

classifier generates a link aggregation code, which is used in the analyzer when selecting to which
in a link aggregation group a frame is forwarded.

following contributions to the link aggregation code are configured in the AGGR_CFG register.

Destination MAC address—use the 48 bits of the DMAC.

Reversed destination MAC address—use the 48 bits of the DMAC in reverse order (bit 47 becomes
bit 0, bit 46 becomes bit 1, and so on).

Source MAC address—use the lower 48 bits of the SMAC.

IPv6 flow label—use the 20 bits of the flow label.

Source and destination IP addresses for IPv4 and IPv6 frames —use all bits of both the SIP and DIP.
TCP/UDP source and destination ports for IPv4 and IPv6 frames use the 16 bits of both the SPORT
and DPORT.

Random aggregation code—use a 4-bit pseudo-random number.

All contributions that are enabled are 4-bit XOR’ed, and the resulting code is used by the Layer 2
forwarding function (ANA_AC) to select 1 out of 16 link aggregation port masks. The 16 link aggregation

port
Sele

masks are configured in ANA_AC:AGGR. For more information see Aggregation Group Port
ction, page 188.

If AGGR_CFG.AGGR_USE_VSTAX_AC_ENA is enabled and the frame has a VStaX header, all other
contributions to link aggregation code calculation are ignored, and the AC field of the VStaX-header is
used directly. Otherwise, link aggregation code generation operates as previously described.

Note that AGGR_CFG.AGGR_DMAC_REVERSED_ENA and AGGR_CFG.AGGR_DMAC_ENA are
independent. If both bits are enabled, the frame’s DMAC contributes both normally and reversed in the
link aggregation code calculation.

3.16.1.8 CPU Forwarding Determination

The

following table lists the registers associated with CPU forwarding in the basic classifier.

Table 72+ CPU Forwarding Registers

Register Description Replication

ANA_CL:PORT:CAPTURE_CFG Enables CPU forwarding for various frame types. Per port
Configures valid TPIDs for CPU forwarding.

ANA CL:PORT:CAPTURE_BPDU_CFG Enables CPU forwarding per BPDU address Per port

ANA_CL:PORT:CAPTURE_GXRP_CFG Enables CPU forwarding per GxRP address Per port

ANA_CL:PORT:CAPTURE_Y1731_AG_CFG Enables CPU forwarding per Y.1731/IEEE802.1ag  Per port
address

ANA_CL::CPU_PROTO_QU_CFG CPU extraction queues for various frame types None

ANA_CL::CPU_8021_QU_CFG CPU extraction queues for BPDU, GARP, and None
Y.1731/IEEE802.1ag addresses

ANA CL::VRAP_CFG VLAN configuration of VRAP filter None
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Table 72+ CPU Forwarding Registers (continued)

Register Description Replication
ANA_CL::VRAP_HDR_DATA Data match against VRAP header None
ANA CL::VRAP_HDR_MASK Mask used to don’t care bits in the VRAP header None

The basic classifier has support for determining whether certain frames must be forwarded to the CPU
extraction queues. Other parts of the device can also determine CPU forwarding, for example, the
VCAPs or the VOEs. All events leading to CPU forwarding are OR’ed together, and the final CPU
extraction queue mask, which is available to the user, contains the sum of all events leading to CPU
extraction.

Upon CPU forwarding by the basic classifier, the frame type and configuration determine whether the
frame is redirected or copied to the CPU. Any frame type or event causing a redirection to the CPU
causes all front ports to be removed from the forwarding decision—only the CPU receives the frame.
When copying a frame to the CPU, the normal forwarding of the frame to front ports is unaffected.

The following table lists the standard frame types recognized by the basic classifier, with respect to CPU
forwarding.

Table 73« Frame Type Definitions for CPU Forwarding

Frame Condition Copy/Redirect

BPDU Reserved Addresses DMAC = 0x0180C2000000 to 0x0180C20000F Redirect/Copy/Discard
(IEEE 802.1D 7.12.6)

GARP Application Addresses DMAC = 0x0180C2000020 to 0x0180C200002F Redirect/Copy/Discard
(IEEE 802.1D 12.5)

Y.1731/IEEE802.1ag Addresses DMAC = 0x0180C2000030 to 0x0180C200003F Redirect/Copy/Discard
IGMP DMAC = 0x01005E000000 to 0x01005E7FFFFF Redirect

EtherType = IPv4
IP Protocol = IGMP

MLD DMAC = 0x333300000000 to 0x3333FFFFFFFFF Redirect
EtherType = IPv6
IPv6 Next Header = 0 (Hop-by-hop options header)
Hop-by-hop options header with the first option being a
Router Alert option with the MLD message (Option Type
= 5, Opt Data Len = 2, Option Data = 0).

Hop-by-hop EtherType = IPv6 Redirect
IPv6 Next Header = 0 (Hop-by-hop options header)

ICMPv6 EtherType = IPv6 Redirect
IPv6 Next Header = 58 (ICMPVv6)

IPv4 Multicast Ctrl DMAC = 0x01005E000000 to 0x01005E7FFFFF Copy

EtherType = IPv4
IP protocol is not IGMP
IPv4 DIP inside 224.0.0.x

IPv6 Multicast Ctrl DMAC = 0x333300000000 to 0x3333FFFFFFFF Copy
EtherType = IPv6
IPv6 header is not hop-by-hop or ICMPv6
IPv6 DIP inside FF02::/16

Each frame type has a corresponding CPU extraction queue. Note that hop-by-hop and ICMPv6 frames
share the same CPU extraction queue.

Prior to deciding whether to CPU forward a frame, the frame’s VLAN tagging must comply with a
configurable filter (ANA_CL::CAPTURE_CFG.CAPTURE_TPID_AWARE_DIS). For all frame types listed
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in Table 73, page 114, only untagged frames or VLAN-tagged frames where the outer VLAN tag’s TPID is
not disabled are considered.

The basic classifier can recognize VRAP frames and redirect them to the CPU. This is a proprietary
frame format, which is used for reading and writing switch configuration registers through Ethernet
frames. For more information, see VRAP Engine, page 289.

The VRAP filter in the classifier performs three checks in order to determine whether a frame is a VRAP
frame:

1. VLAN check. The filter can be either VLAN unaware or VLAN aware
(ANA_CL::VRAP_CFG.VRAP_VLAN_AWARE_ENA). If VLAN unaware, VRAP frames must be
untagged. If VLAN aware, VRAP frames must be VLAN tagged and the frame’s VID must match a
configured value (ANA_CL::VRAP_CFG.VRAP_VID). Double VLAN tagged frames always fail this
check.

2. EtherType and EPID check. The EtherType must be 0x8880 and the EPID (bytes 0 and 1 after the
EtherType) must be 0x0004.

3.  VRAP header check. The VRAP header (bytes 0, 1, 2, and 3 after the EPID) must match a 32-bit
configured value (ANA_CL::VRAP_HDR_DATA) where any bits can be don’t cared by a mask
(ANA_CL::VRAP_HDR_MASK).

If all three checks are fulfilled, frames are redirected to CPU extraction queue
ANA_CL::CPU_PROTO_QU_CFG.CPU_VRAP_QU. The VRAP filter is enabled in
ANA_CL:PORT:CAPTURE_CFG.CPU_VRAP_REDIR_ENA.

3.16.1.9 Logical Port Mapping
The basic classifier works on the physical port number given by the interface where the frame was
received. Other device blocks work on a logical port number that defines the link aggregation instance
rather than the physical port. The logical port number is defined in
ANA_CL:PORT:PORT_ID_CFG.LPORT_NUM. It is, for instance, used for learning and forwarding in
ANA_L2.

3.16.2 VCAP CLM Processing
Each frame is matched six times against entries in the VCAP CLM. The matching is done in serial
implying results from one match can influence the keys used in the next match.
The VCAP CLM returns an action for each enabled VCAP CLM lookup. If the lookup matches an entry in
VCAP CLM, the associated action is returned. If an entry is not matched, a per-port default action is
returned. There is no difference between an action from a match and a default action.

3.16.2.1 VCAP CLM Port Configuration and Key Selection
This section provides information about special port configurations that control the key generation for
VCAP CLM.
The following table lists the registers associated with port configuration for VCAP CLM.

Table 74+ Port Configuration of VCAP CLM

Register Description Replication

ANA_CL:PORT:ADV_CL_CFG Configuration of the key selection for the VCAP CLM. Per port per lookup

Enables VCAP CLM lookups.

ANA _CL::CLM_MISC_CTRL Force lookup in VCAP CLM for looped frames or frames None

where processing is terminated by a pipeline point.

VCAP CLM is looked up if the lookup is enabled by the port configuration
(ADV_CL_CFG.LOOKUP_ENA) or if the previous VCAP CLM lookup has returned a key type for the next
lookup through VCAP CLM action NXT_KEY_TYPE. However, if the previous lookup returns
NXT_KEY_TYPE = CLMS_DONE, then no further lookups are done, even if the port has enabled the
lookup.
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Prior to each VCAP CLM lookup, the type of key to be used in the lookup is selected. A number of
parameters control the key type selection:

+  Configuration parameters (ADV_CL_CFG).

For each (port, VCAP CLM lookup) a key type can be specified for different frame types. Although

any key type can be specified for a given frame type, not all key types are in reality applicable to a
given frame type. The applicable key types are listed in the ANA_CL:PORT:ADV_CL_CFG register
description. The following frame types are supported:

+ IPv6 frames (EtherType 0x86DD and IP version 6)

* IPv4 frames (EtherType 0x0800 and IP version 4)

*  MPLS unicast frames (EtherType 0x8847)

*  MPLS multicast frames (EtherType 0x8848)

*  MPLS label stack processing (frame type after MPLS link layer is processed)

»  Other frames (non-MPLS, non-IP)

*  The type of the current protocol layer. For each VCAP CLM lookup, a frame pointer can optionally be
moved to the next protocol layer, and the type of the next protocol layer can be specified. This
influences key type selection for the next VCAP CLM lookup. The variables frame_ptr and
frame_type holds information about the current protocol layer.

Key type specified in action in previous VCAP CLM lookup.
The action of a VCAP CLM lookup can optionally specify a specific key type to be used in the following
VCAP CLM lookup.

The full algorithm used for selecting VCAP CLM key type is shown in the following pseudo code.

// =1 =1 o o o o e e . e e e e e e e e e e e e e
/1 ANA CL: VCAP CLM Key Type Sel ection

I

/1 Deternmine which key type to use in VCAP CLM | ookup.

/1 The algorithmis run prior to each VCAP CLM | ookup.

N
/1 Frame position (byte pointer) for use as base for next VCAP CLM key

/1 Updat ed by Updat eFranePtr AndType() upon VCAP CLM | ookup

int frame_ptr = 0;

/1 Frame type at frame_ptr position.

/1 Updat ed by Updat eFranePtr AndType() upon VCAP CLM | ookup

/1

/'l Supported val ues:

/1 ETH. franme_ptr points to DVAC

/1 CW frame_ptr points to start of |IP header or CWACH of MPLS frane
/1 MPLS: frame_ptr points to an MPLS | abel.

frame_type_t frane_type = ETH

int C nKeyType(
/1 VCAP CLM index. O=First VCAP CLM | ookup, 5=Last | ookup
cl m.idx,

/1 Action from previous VCAP CLM | ookup (if clm.idx > 0)
/1

/1 clmaction.vld is only set if VCAP CLM | ookup

/'l was enabl ed.

clmaction,

)

int key_type = 0;
port_cfg_t port_clmcfg;
port_clmcfg = csr.port[port_nunm .adv_cl _cfg[clmidx];

if (clmaction.vld & cl maction. nxt_key_type != 0) {
/'l Previous VCAP CLM | ookup specifies next key type
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return cl maction. nxt_key_type;

}

/1 Determ ne key type based on port paraneters and frame_ptr/frame_type
switch (frame_type) {
case ETH
/'l Choose key type based on EtherType
/1 The EtherType() function skips any VLAN tags. A maxi num of 3 VLAN
/1 tags can be skipped.
switch (EtherType(frame_ptr)) {
case ETYPE_I P4: // 0x0800
key_type = port_clmcfg.ip4_clmkey_sel;
br eak;

case ETYPE_IP6: // 0x86DD
key_type = port_clmcfg.ip6_clmkey_sel;
br eak;

case ETYPE MPLS UC. // 0x8847
key_type = port_clmcfg. npls_uc_clmkey_sel;
br eak;

case ETYPE_MPLS MC. // 0x8848
key _type = port_clmcfg. npls_nc_clmkey_sel;
br eak;

}

if (key_type = 0) {
key_type = port_clmcfg. etype_clmkey_sel;

}

br eak;

case CW
switch (I PVersion(frame_ptr)) {
case 4 : key_type port_clmcfg.ip4_clmkey_sel; br eak;
case 6 : key_type port_clmcfg.ip6_clmkey_sel; br eak;
default: key_type port _clmcfg. etype_cl mkey_sel; break;
}
br eak;

case MPLS:
key _type = port_clmcfg.m bs_cl mkey_sel;
br eak;

}
return key_type;

} /1 d nKeyType

R
/1 ANA CL: VCAP CLM Key Type Sel ection

/ / === -=== s s s —————

By default, frames looped by the rewriter or frames already discarded or CPU-redirected, for instance the
basic classifier, are not subject to VCAP CLM lookups. Optionally, VCAP CLM lookups can be enforced
through configuration ANA_CL::CLM_MISC_CTRL.LBK_CLM_FORCE_ENA for looped frames and
through ANA_CL::CLM_MISC_CTRL.IGR_PORT_CLM_FORCE_ENA for frames already discarded or
CPU-redirected. When forcing a VCAP CLM lookup, the VCAP CLM key is chosen from the configuration
in ANA_CL::CLM_MISC_CTRL.FORCED_KEY_SEL. Only selected keys are available.

Frame Pointer and Frame Type Update

After each VCAP CLM lookup, the information in the associated action is used to update frame_ptr and
frame_type. This in turn influences the key type and key field values used for the next VCAP CLM
lookup.
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The following fields in the VCAP CLM action can be used to move to the next protocol layer:

* NXT_OFFSET_FROM_TYPE.
Move frame pointer past current protocol layer (Ethernet and/or IP). The actual number of bytes the
frame pointer is moved may vary depending on content of the current protocol layer, such as the
number of VLAN tags or IPv4 options.

* NXT_NORM_W16_OFFSET.
Move frame pointer a number of 16 bit words. If both NXT_OFFSET_FROM_TYPE and
NXT_NORM_W16_OFFSET are specified, then frame pointer is first moved based on
NXT_OFFSET_FROM_TYPE and afterwards moved further into the frame based on
NXT_NORM_W16_OFFSET.

* NXT_TYPE_AFTER_OFFSET.
Specify protocol layer at new frame pointer position.

For more information about VCAP CLM action fields, see Table 65, page 92.

Each VCAP CLM lookup can at most move the frame pointer 66 bytes. The following pseudo code shows
the algorithm used to update frame_ptr and frame_type upon each VCPA_CLM lookup.

// =1 =1 o o o o e e . e e e e e e e e e e e e e
/1 ANA _CL: VCAP CLM Frane Pointer and Frane Type Update

I

/1 Update frame_ptr and frame_type upon VCAP CLM | ookup.

/1 Prior to first VCAP CLM | ookup frame_ptr is initialized to O and

/1 frame_type is set to ETH.

/1 The algorithmis run after each VCAP CLM | ookup.

N e

/1 Function for updating

/1 frame_ptr

/1 frame_type

/1 based on action from VCAP CLM | ookup

voi d Updat eFr amePt r AndType(
/1 VCAP CLM index. O=First VCAP CLM | ookup,
/1 5=Last VCAP CLM | ookup
cl midx,

/1 Action from VCAP CLM | ookup
/1 clmaction.vld is only set if
/1 VCAP CLM | ookup was enabl ed.
cl maction,

/1 From d nKeyFi el dsMol s()
cl mkey fields_npls,

)

int frame_ptr_current
int frame_type_current

frame_ptr;
frame_type;

if (!clmaction.vld) return;

if (clmaction.nxt_offset_fromtype > 0) {
/1 Move frane_ptr based on frane type
switch (clmaction.nxt_offset_fromtype) {
case SKI P_ETH:
if (franme_type_current == ETH) {
/1 Move frane_ptr past DMAC, SMAC, 0-3 VLAN tags and Ether Type
Ski pLi nkLayer (& rame_ptr);
}

br eak;
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case SKIP_|I P_ETH:
switch (frame_type_current) {
case ETH:
/1 Move frane_ptr past DMAC, SMAC, 0-3 VLAN tags and EtherType
if (EtherType(frame_ptr) == ETYPE_IP4) || // 0x0800
(Ether Type(franme_ptr) == ETYPE_IP6) { // 0x86DD
Ski pLi nkLayer (& rame_ptr);

/1 Move franme_ptr past | Pv4 header (including options) or
/1 1Pv6 header
Ski pl PHeader (&f rane_ptr);

}

br eak;

case CW
switch (I PVersion(frame_ptr)) {
case 4:
case 6:
/1 Move frame_ptr past | Pv4 header (including options) or
/1 1 Pv6 header
Ski pl PHeader (& rane_ptr);
br eak;
}
br eak;
}
}

frame_type = clmaction.nxt_type_after_offset;
} // clmaction.nxt_offset_fromtype >0

if (clmaction.nxt_normwl6_offset > 0) {
/1 Move frane_ptr a specific nunber of bytes

frame_ptr = frane_ptr + 2*clm.action. nxt_normwl6_of f set;
frame_type = clmaction.nxt_type_after_offset;
}
if (frame_type_current == DATA &&
cl maction. nxt_key type !'= 0) {
/1 Al'low frane_type change, regardsless of whether franme_ptr
/1 has been noved
frame_type = clmaction.nxt_type_after_offset;
}

/1 PWterm nation of MPLS frane
if (clmaction. fwd_type == TERM NATE_PW {
if IsCan(frame_ptr, csr) &% (clmkey fields_npls.rsv_|lbl_pos) {
/'l Reserved | abel used to identify OAM
/1 Move franme_ptr if reserved MPLS | abel was skipped by
/1 O nKeyFi el dsMpl s() in key generation prior to VCAP CLM | ookup
frame_ptr += 4;
} elsif (frame_type == CW&& !l sCan{franme_ptr, csr)) {
/1 PWtermnation of MPLS frane with CW=> Skip CWand
/'l change franme_type
frame_ptr += 4;
frame_type = ETH,
}
}

/1 OAM LSP
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if (clmaction.fwd_type == POP_LBL && |IsCanm(frane_ptr, csr) &&
(cl mkey_fields_npls.rsv_Ibl_pos)) {
/1 Reserved | abel used to identify OAM
/1 Move frane_ptr if reserved MPLS | abel was skipped by
/1 O nKeyFi el dsMpl s() in key generation prior to VCAP CLM | ookup
frame_ptr += 4;

}

if (frame_ptr - frame_ptr_current > 66) {
/1 Cannot skip >66 bytes per VCAP CLM
/1 Set sticky bit and don't skip anything
csr.adv_cl _max_wl6_of fset _fail _sticky = 1;
frame_ptr frame_ptr_current;
frame_type frame_type_current;

}

if (frame_ptr > 126 ) {
/] Cannot skip >126 bytes total.
/1 Set sticky bit and discard franme
csr.adv_cl _nxt_offset_too_big_sticky = 1;

frame.abort = true;
}
} /1 Updat eFranmePt r AndType
N e
/1 ANA _CL: VCAP CLM Frane Pointer and Frane Type Update
// === === s —————————————————
3.16.2.3 Removing Protocol Layers
The analyzer classifier can instruct the rewriter to remove protocol layers from the frame, that is, to
remove a number of bytes from the start of the frame.
This is achieved by setting the NXT_NORMALIZE action field in the VCAP CLM action. When
NXT_NORMALIZE is set in a VCAP CLM action, then the frame pointer for the next VCAP CLM lookup
(if any) is calculated, and the rewriter is then instructed to remove all bytes up to, but not including, the
position pointed to by the frame pointer.
If multiple VCAP CLM actions have the NXT_NORMALIZE bit set, then the last such action controls the
number of bytes removed by the rewriter.
Note that the rewriter can skip a maximum of 42 bytes, starting at the DMAC of the frame. This
corresponds to an Ethernet header with three VLAN tags and an MPLS stack with three LSEs and a
control word (CW).
3.16.2.4 Miscellaneous VCAP CLM Key Configuration
The analyzer classifier can control some specific fields when generating the VCAP CLM keys. The
following table lists the registers that control the parameters.
Table 75+« Miscellaneous VCAP CLM Key Configuration
Register Description Replication
ANA_CL:PORT:ADV_CL_CFG Configures L3_DSCP and TCIO source. Per port per VCAP
CLM lookup

ANA_CL:CLM_MISC_CTRL  Configures IGR_PORT_MASK_SEL and IGR_PORT_MASK. None

Each port can control specific fields in the generated keys:

+  Selects source of DSCP in L3_DSCP key field
(ANA_CL:PORT:ADV_CL_CFG.USE_CL_DSCP_ENA). By default, the DSCP value is taken from
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the frame. Another option is to use the current classified DSCP value as input to the key. The current
classified DSCP value is the result from either the previous VCAM_CLM lookup or the basic
classifier if this is the first lookup.

»  Selects source of VID, PCP, and DEI in the VIDO, PCPO, and DEIO key fields
(ANA_CL:PORT:ADV_CL_CFG.USE_CL_TCIO_ENA). By default, the values are taken from the
outer VLAN tag in the frame (or port’s VLAN if frame is untagged). Another option is to use the
current classified values as input to the key. The current classified values are the result from either
the previous VCAM_CLM lookup or the basic classifier if this is the first lookup.

Note that these configurations are only applicable to keys containing the relevant key fields.

VCAP CLM keys NORMAL, NORMAL_7TUPLE, and NORMAL_5TUPLE_IP4 contain the key fields
IGR_PORT_MASK_SEL and IGR_PORT_MASK. For frames received on a front port,
IGR_PORT_MASK_SEL is set to 0 and the bit corresponding to the frame’s physical ingress port number
is setin IGR_PORT_MASK. The following lists some settings for frames received on other interfaces and
how this can be configured through register CLM_MISC_CTRL:

*  Loopback frames:
By default, IGR_PORT_MASK_SEL=1 and IGR_PORT_MASK has one bit set corresponding to the
physical port which the frame was looped on. Optionally use IGR_PORT_MASK_SEL = 3.

*  Masqueraded frames:
By default, IGR_PORT_MASK_SEL=0 and IGR_PORT_MASK has one bit set corresponding to the
masquerade port. Optionally, use IGR_PORT_MASK_SEL = 2.

*  Virtual device frames:
By default, IGR_PORT_MASK_SEL = 0 and IGR_PORT_MASK has one bit set corresponding to
the original physical ingress port. Optionally, use IGR_PORT_MASK_SEL = 3.

*  CPU injected frames:
By default, IGR_PORT_MASK_SEL=0 and IGR_PORT_MASK has none bits set. Optionally use
IGR_PORT_MASK_SEL=3.

For more information about the contents of IGR_PORT_MASK_SEL and IGR_PORT_MASK, see VCAP
CLM Keys and Actions, page 71.

3.16.2.5 VCAP CLM Range Checkers

The following table lists the registers associated with configuring VCAP CLM range checkers.

Table 76 «+ VCAP CLM Range Checker Configuration Registers Overview

Register Description Replication
ANA_CL::ADV_RNG_CTRL Configures range checker types Per range checker
ANA_CL::ADV_RNG_VALUE_CFG Configures range start and end points Per range checker

Eight global VCAP CLM range checkers are supported by the NORMAL, NORMAL_7TUPLE,
NORMAL_5TUPLE_IP4, and PURE_5TUPLE_IP4 keys. All frames using these keys are compared
against the range checkers and a 1-bit range “match/no match” flag is returned for each range checker.
The combined eight match/no match flags are used in the L4_RNG key field. So, it is possible to include
for example ranges of DSCP values and/or ranges of TCP source port numbers in the VCAP rules.

Note: VCAP IS2 also supports range checkers, however, they are independent of the VCAP CLM range
checkers.

The range key is generated for each frame based on extracted frame data and the configuration in
ANA_CL::ADV_RNG_CTRL. Each of the eight range checkers can be configured to one of the following
range types:

*  TCP/UDP destination port range
Input to the range is the frame’s TCP/UDP destination port number.
Range is only applicable to TCP/UDP frames.

+  TCP/UDP source port range
Input to the range is the frame’s TCP/UDP source port number.
Range is only applicable to TCP/UDP frames.
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»  TCP/UDP source and destination ports range. Range is matched if either source or destination port
is within range.
Input to the range are the frame’s TCP/UDP source and destination port numbers.
Range is only applicable to TCP/UDP frames.
+ VIDrange
Input to the range is the classified VID.
Range is applicable to all frames.
+ DSCP range
Input to the range is the classified DSCP value.
Range is applicable to IPv4 and IPv6 frames.
+  EtherType range
Input to the range is the frame’s EtherType.
Range is applicable to all frames.
Range start points and range end points are configured in ANA_CL::ADV_RNG_VALUE_CFG with both
the start point and the end point being included in the range. A range matches if the input value to the
range (for instance the frame’s TCP/UDP destination port) is within the range defined by the start point
and the end point.

Cascading VCAP CLM Lookups

Each of the six VCAP CLM lookups can be “cascaded” such that a frame only matches a VCAP CLM
entry in lookup n+1 if it also matched a specific entry in VCAP CLM lookup n. In other words, VCAP CLM
entries in different VCAP CLM lookups are bound together.

The following parameters controls cascading of VCAP CLM entries:

* Key field: G_IDX
The generic index, G_IDX, is available in most VCAP CLM key types. The value of this field can be
specified in the action of the preceding VCAP CLM lookup.

+  Action fields: NXT_IDX_CTRL and NXT_IDX
Control how to calculate G_IDX for next VCAP CLM lookup.

For information about detailed encoding of NXT_IDX_CTRL, see Table 65, page 92.

In addition to cascading VCAP CLM lookups, it is also possible for each VCAP CLM lookup to move to
the next protocol layer of the frame, such that key values for lookup n + 1 are retrieved from a different
offset in the frame than for lookup n.

QoS Mapping Table

The following table lists the registers associated with the QoS mapping table.

Table 77+ VCAP CLM QoS Mapping Table Registers Overview

Register Description Replication
ANA_CL:MAP_TBL:SET_CTRL Controls which mapping results to use. 256
ANA_CL:MAP_TBL:MAP_ENTRY Configuration of the QoS mapping values. 2,048

The classifier contains a shared QoS mapping table with 2,048 entries
(ANA_CL:MAP_TBL:MAP_ENTRY) that maps incoming QoS information to classified internal QoS
information. Inputs to a mapping can be either DEIl and PCP from VLAN tags, DSCP value, or MPLS TC
bits. Outputs from a mapping are new classified values for COSID, DEI, PCP, DSCP, QoS class, DP
level, and TC bits. The table is looked up twice for each frame with two different keys.

The QoS mapping table is laid out with 256 rows with each eight mapping entries. Each specific QoS
mapping only uses a subset of the 2,048 entries and it therefore allows for many QoS different mappings
at the same time. It can for instance hold 32 unique mappings from DSCP to DEI/PCP or 128 unique
translations of DEI/PCP to DEI/PCP.

The two lookups per frame in the QoS mapping table are defined by the VCAP CLM actions MAP_IDX
and MAP_KEY. One VCAP CLM match can only define one set MAP_IDX and MAP_KEY so two lookups
in the QoS mapping table requires two VCAP CLM matches. Action MAP_IDX defines which one of the
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256 rows the QoS mapping starts at and the MAP_KEY defines which parameter from the frame to use
as key into the QoS mapping table. The following lists the available keys and how the resulting row and
entry number in the mapping table is derived:

+ PCP. Use PCP from the frame’s outer VLAN tag. If the frame is untagged, the port’'s VLAN tag is
used. Row and entry number is derived the following way:
Row = MAP_IDX, Entry = PCP.

Number of entries per mapping: 8 entries.

+ DEl and PCP. Use DEI and PCP from one of the frame’s VLAN tags. The MAP_KEY can select
between using either outer, middle, or inner tag. If the frame is untagged, the port's VLAN tag is
used. Row and entry number is derived the following way:

Row = (8x DEI + PCP) DIV 8 + MAP_IDX, Entry = (8x DEI + PCP) MOD 8.

Number of entries per mapping: 16 entries.

+ DSCP (IP frames only). Use the frame’s DSCP value. For non-IP frames, no mapping is done. Row
and entry number is derived the following way:
Row = DSCP DIV 8 + MAP_IDX, Entry = DSCP MOD 8.

Number of entries per mapping: 64 entries.

+ DSCP (all frames). Use the frame’s DSCP value. For non-IP VLAN tagged frames, use DEI and
PCP from the frame’s outer VLAN tag. For non-IP untagged frames, use DEI and PCP from port
VLAN. Row and entry number is derived the following way:

IP frames:
Row = DSCP DIV 8 + MAP_IDX, Entry = DSCP MOD 8.

Non-IP frames:
Row = (8x DEI + PCP) DIV 8 + MAP_IDX + 8, Entry = (8x DEI + PCP) MOD 8.

Number of entries per mapping: 80 entries.

* TC. Use the frame’s classified TC bits from the extracted MPLS label (label selected by VCAP CLM
actions TC_ENA or TC_LABEL). Row and entry number is derived the following way:
Row = MAP_IDX, Entry = TC.

Number of entries per mapping: 8 entries.

QoS mappings can be shared between multiple VCAP CLM entries by defining the same mapping and
using the same entries in the mapping table. It is up to the user of the QoS mapping table to make sure
that entries are allocated so that they do not overlap unintentionally.

Each entry in the QoS mapping table (ANA_CL:MAP_TBL:MAP_ENTRY) contains a full set of new QoS
values (COSID, DEI, PCP, QoS class, DP level, DSCP, TC) to be used as new classified values instead
of the current classified values from basic classification and VCAP CLM. Each of the QoS values is gated
by an enable bit (ANA_CL:MAP_TBL:SET_CTRL) so that a mapping can for example define a complete
new set of QoS values by enabling all values or it can override selected values only. Note that
ANA_CL:MAP_TBL:SET_CTRL must be configured for each used row in the mapping table.

The following illustration shows an example of a frame for which a DSCP and a DEI/PCP mapping are
defined.
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Example of QoS Mappings

Frame

VLAN
tag2

Ty
pe

DMAC IPv4 header

SMAC ‘ VLAN ‘

VLAN
tag0

tagl

‘FCS‘

Mapping O:

VCAP CLM action MAP_KEY =0
VCAP CLM action MAP_IDX = 8
Frame.DEI = 1

Frame.PCP = 3)

Mapping 1:

VCAP CLM action MAP_KEY = 6
VCAP CLM action MAP_IDX = 128
Frame.DSCP = 26

NA_CL:MAP_TBL

Entry: 7 Entry: O
Row: O
DEI=0
MAP_IDX—p 8 o
g| pE=1 N DEI=L
PCP=7 PCP=3
QOS_VAL =3
DP_VAL =1
’ PCP_VAL =5
DEI_VAL =1
MAP_IDX—»128 \ DSCP=0
DSCP=26
[———F——» DSCP_VAL =45
135 | bscr=63

Row: 255

Analyzer Classifier Diagnostics

The analyzer classifier contains a large set of sticky bits that can inform about the frame processing and
decisions made by ANA_CL. The following categories of sticky bits are available.

*  Frame acceptance filtering (ANA_CL::FILTER_STICKY, ANA_CL::VLAN_FILTER_STICKY).
* VLAN and QoS classification (ANA_CL::CLASS_STICKY)

*  CPU forwarding (ANA_CL::CAT_STICKY)

*  VCAP CLM lookups and actions, QoS mapping tables (ANA_CL::ADV_CL_STICKY)

* [P header checks (ANA_CL::IP_HDR_CHK_STICKY)

The sticky bits are common for all ports in the analyzer classifier. All sticky bits, except for VCAP CLM
sticky bits, have four corresponding sticky mask bits (ANA_CL:STICKY_MASK) that allow any sticky bit
to be counted by one of the four per-port analyzer access control counters. For more information, see
Analyzer Statistics, page 198.

VLAN and MSTP

The VLAN table and the MSTP table are the two main tables that control VLAN and Spanning Tree frame
processing.
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The following table shows the configuration parameters (located within the ANA_L3 configuration target)
for each entry in the VLAN table.

Table 78 «  VLAN Table (4224 Entries)

Field in ANA_L3:VLAN Bits Description

VMID 5 VMID, identifying VLAN’s router leg.
VLAN_MSTP_PTR 7 Pointer to STP instance associated with VLAN.
VLAN_FID 13 FID to use for learning and forwarding.
VLAN_IGR_FILTER_ENA 1 Enable VLAN ingress filtering.
VLAN_SEC_FWD_ENA 1 Enables secure forwarding on a per VLAN basis.

When secure forwarding is enabled, only frames with known SMAC are forwarded.

VLAN_FLOOD_DIS
VLAN_LRN_DIS
VLAN_RLEG_ENA
VLAN_PRIVATE_ENA
VLAN_MIRROR_ENA

Disables flooding of frames with unknown DMAC on a per VLAN basis.

Disables learning of SMAC of frames received on this VLAN.

Enables router leg in VLAN.
Enables/disables this VLAN as a Private VLAN (PVLAN).

VLAN mirror enable flag. If this field is set, frames classified to this ingress VLAN
are mirrored.

Note that a mirroring probe must also be configured to enable VLAN based
mirroring. see Mirroring, page 206.

VLAN_PORT_MASK 11 Specifies mask of ports belonging to VLAN.
VLAN_PORT_MASK1

TUPE_CTRL 16 Controls value for Table Update Engine (TUPE).

Al Al al al A

The following table shows the configuration parameters for each entry in the MSTP table.

Table 79+ MSTP Table (66 Entries)

Field in ANA_L3:MSTP Bits Description
MSTP_FWD_MASK 1 per port Enables/disables forwarding per port
MSTP_LRN_MASK 1 per port Enables/disables learning per port

The following table lists common parameters that also affect the VLAN and MSTP processing of frames.

Table 80+ Common VLAN and MSTP Parameters

Register/Field in ANA_L3_COMMON Bits Description

VLAN_CTRL.VLAN_ENA 1 Enables/disables VLAN lookup
PORT_FWD_CTRL 1 per port  Configures forwarding state per port
PORT_LRN_CTRL 1 per port  Configures learning state per port
VLAN_FILTER_CTRL 1 per port  Configures VLAN ingress filtering per port
VLAN_ISOLATED_CFG 1 per port  Configures isolated port mask
VLAN_COMMUNITY_CFG 1 per port  Configures community port mask

If VLAN support is enabled (in VLAN_CTRL.VLAN_ENA), the classified VID is used to lookup the VLAN
information in the VLAN table. The VLAN table in turn provides an address (VLAN_MSTP_PTR) into the
MSTP table. Learn, mirror, and forwarding results are calculated by combining information from the
VLAN and MSTP tables.
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Private VLAN

In a Private VLAN (PVLAN), ports are configured to be one of three different types: Promiscuous,
isolated, or community.

Promiscuous Ports A promiscuous port can communicate with all ports in the PVLAN, including the
isolated and community ports.

Isolated Ports An isolated port has complete Layer 2 separation from the other ports within the same
PVLAN, but not from the promiscuous ports. PVLANs block all traffic to isolated ports except traffic from
promiscuous ports. Traffic from isolated port is forwarded only to promiscuous ports.

Community Ports Community ports communicate among themselves and with the PVLAN’s
promiscuous ports. Community ports cannot communicate with isolated ports.

PVLAN can be enabled per VLAN, and port type can be configured per physical port.

VLAN Pseudo Code

The pseudo code for the ingress VLAN processing is shown below. For routed frames, an egress VLAN
processing also takes place. This is not part of the following pseudo code.

In the pseudo code, “csr.” is used to denote configuration parameters, “req.” is used to denote input from
previous processing steps in the analyzer, as well as information provided for the following steps in the
analyzer.

if (reqg.cpu_inject !'=0) {
/1 cpu_inject => Bypass!
return;

}

if (csr.vlan_ena) {
/] Get VLAN entry based on Classified VID
igr_vlian_entry = csr.vlan_tbl[req.ivid + req.vsi_ena*4096] ;

} else {
/1 Default VLAN entry
igr_vlian_entry.vlan_nstp_ptr
igr_vlian_entry.vlan_fid
igr_vlan_entry.vlan_sec_fwd_ena
igr_vlan_entry.vlan_fl ood_dis
igr_vlian_entry.vlan_lrn_dis
igr_vlian_entry.vlan_rleg_ena
igr_vlan_entry.vlan_private_ena
igr_vlan_entry.vlan_nmirror_ena
igr_vlan_entry.vlan_port_mask
igr_vlian_entry.vmd

}

/'l Retrieve MSTP state
if (csr.vlan_ena) {
igr_mstp_entry = csr.nstp_tbl[igr_vlan_entry.vlan_mstp_ptr];
} else {
igr_mstp_entry. mstp_fwd_mask
igr_nmstp_entry. nstp_|lrn_nmask

}

if (IsCpuPort(req.port_num ||
I sVDO(req. port_num ||
I sVD1(req. port_num) {
/1 Received from CPU or VDO/ VD1l =>
/1 * Do not |earn
/1 * Do not performingress filtering

= -

/1 A'l-ones

R s e N

=-1; // All-ones
=-1; // Al-ones
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/1 (these ports are not in ingress masks)
req.12_Irn = 0;

} else {
N T
/1 Performingress filtering and | earning disable
A L

/1 Port forwarding state

if (csr.common.port_fwd_ena[req.port_nuni == 0) {
/1 Ingress port not enabled for forwarding
reg.l2_fwd = O;
csr.port_fwd_deny_sticky =1;

}

/1 Port learning state

if (csr.port_lrn_ena[req.port_nunl == 0) {
reg.12_Irn = 0;
csr.port_lrn_deny_sticky = 1;

}

if (csr.vlan_ena) {
[l Enmpty VLAN?
if (igr_vlan_entry.vlan_port_nask == 0) ({
csr. vl an_|l ookup_i nvl d_sticky = 1;

}

/1 VLAN ingress filtering
if ((csr.vlan_igr_filter_ena[req.port_nunl ||
igr_vlian_entry.vlan_igr_filter_ena)
&&
igr_vlan_entry.vlan_port_mask[req. port_nuni == 0) {
req.12_fwd = 0;
req.12_1lrn = 0;
csr.vlan_igr_filter_sticky = 1;
} else {
/1 MSTP forwarding state
if (igr_mstp_entry. mstp_fwd_mask[req.port_num == 0) {
req.12_fwd = 0;
csr.nmstp_discard_sticky = 1;
} else {
csr.nmstp_fwd_al l owed_sticky = 1;

}

/'l Learning enabled for VLAN?

if (igr_vlian_entry.vlan_lrn_dis) {
req.12_1lrn = 0;
csr.vlan_lrn_deny_sticky = 1;

/1 MSTP | earning state
} else if (igr_nstp_entry.nstp_|lrn_mask[req.port_num == 0) {
req.12_1lrn = 0;
csr.nmstp_lrn_deny_sticky = 1;
} else {
csr.mstp_lrn_all owed_sticky = 1;

}

/1 Private VLAN handling
if (igr_vlan_entry.vlan_private_ena) {
if (req.vs2_avail == 0) {

VMDS-10492 VSC7440 Datasheet Revision 4.2 127



Functional Descriptions

& Microsemi

a A8\ MicrocHiP company

/1 Not received fromstack port, so determ ne port type and
/1 update req accordingly.

/1 0b00: Prom scuous port

/1 0b01: Community port

/1 0Obl0: Isolated port

req.ingr_port_type = 0b0O;

if (csr.vlan_community_mask[req. port_num) {
req.ingr_port_type = 0b01;

}

if (csr.vlan_isolated_mask[req.port_num) {
req.ingr_port_type = 0bl0;

}

}

if (req.ingr_port_type == 0b10) {
/1 lsolated port
/1 Only allow comuni cation with proni scuous ports
igr_vlan_entry.vlan_port_nask &=
(~csr.vlan_isol ated_mask & ~csr.vlan_comunity_nask);
} else if (reqg.ingr_port_type == 0b01) {
/1 Community port
/1 Al ow comunication with prom scuous ports and other comunity
ports,
/1 but not with isolated ports
igr_vlan_entry.vlan_port_nmask & ~csr.vl an_i sol at ed_mask;

}
Y} /1 vlian_igr_filter_ena
} /1 csr.vlan_ena

}

/1 Only allow forwarding to enabl ed ports
igr_vlan_entry.vlan_port_mask & csr.port_fwl_ena;

/1 Update req with results
req.vlan_mask = igr_vlan_entry.vlan_port_mask & igr_nstp_entry. nstp_fwd_mask;

req.ifid
reg.vlan_mirror

reg. vl an_fl ood_dis
reg. vl an_sec_fwd_ena

igr_vlian_entry.vlan_fid;
igr_vlan_entry.vlan_mrror_ena;
igr_vlan_entry.vlan_fl ood_dis;
igr_vlan_entry. vl an_sec_fwd_ena;

/1 ldentical ingress and egress FID/ VID.
/1 May be overruled | ater by egress VLAN handling.
/1 Note: ANA L2 DVAC | ookup always use req.efid, even when req.| 3_fwd=0.
reg.evid = req.ivid;
if (req.dmac[40]) {
/1 If MC, DA | ookup nmust use EVID
req.efid = req.vsi_ena . req.evid,
} else {
/1 If UC, DA | ookup nust use |FID
reg.efid = req.ifid;
}

/1l Store vmd for later use (e.g. in rleg detection)
req.irleg = igr_vlan_entry.vmd;
reg.erleg = req.irleg;
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3.17.21 VLAN Table Update Engine

The VLAN Table Update Engine (TUPE) can be used to quickly update a large number of port masks in
the VLAN Table. For example, to support fast fail-over in scenarios with redundant forwarding paths. The
following table lists the TUPE related parameters that are outside the VLAN Table.

Table 81+ VLAN Table Update Engine (TUPE) Parameters

Register/Field in ANA_L3:TUPE Bits Description

TUPE_MISC.TUPE_START Start TUPE.

TUPE_MISC.TUPE_CTRL_VAL_ENA Enable use of TUPE_CTRL_VAL and TUPE_CTRL_VAL_MASK.
TUPE_CTRL_BIT_ENA Enable use of TUPE_CTRL_BIT_MASK.
TUPE_PORT_MASK_A_ENA Enable use of TUPE_PORT_MASK_A.
TUPE_PORT_MASK_B_ENA Enable use of TUPE_PORT_MASK_B

TUPE_COMB_MASK_ENA Enable combined use of TUPE_CTRL_BIT_MASK and
TUPE_PORT_MASK_A.

TUPE_ADDR.TUPE_START_ADDR 13 First address in VLAN table for TUPE to process.

Al Al Al Al A

TUPE_ADDR.TUPE_END_ADDR 13 Last address in VLAN table for TUPE to process.
TUPE_CMD_PORT_MASK_CLR 1 TUPE command: Port mask bits to clear.
TUPE_CMD_PORT_MASK_CLR1

TUPE_CMD_PORT_MASK_SET 11 TUPE command: Port mask bits to set.
TUPE_CMD_PORT_MASK_SET1

TUPE_CTRL_VAL 16 TUPE parameter controlling which VLAN table entries to update.
TUPE_CTRL_VAL_MASK 16 TUPE parameter controlling which VLAN table entries to update.
TUPE_CTRL_BIT_MASK 16 TUPE parameter controlling which VLAN table entries to update.
TUPE_PORT_MASK_A " TUPE parameter controlling which VLAN table entries to update.
TUPE_PORT_MASK_A1

TUPE_PORT_MASK_B 11 TUPE parameter controlling which VLAN table entries to update.

TUPE_PORT_MASK_B1

The TUPE_CTRL field in the VLAN table can be used to classify VLANs into different groups, and the
VLAN_PORT_MASK for such groups of VLANSs are quickly updated using TUPE. Using the parameters
listed, the TUPE_CTRL field in the VLAN table can be processed as a field of individual bits, a field with
one value, or a combination of the two.

For example, if a command for TUPE uses the following, the TUPE_CTRL field is treated as an 8-bit
value field and eight individual bits.

- TUPE_CTRL_BIT_ENA=1
- TUPE_CTRL_BIT_MASK = 0x00ff
«  TUPE_CTRL_VAL_MASK = 0xff00

In order for TUPE to update a VLAN entry’'s VLAN_PORT_MASK, the value part of TUPE_CTRL must
match the required value, and one or more bits of the bit part of TUPE_CTRL must be set.

If all bits in TUPE_CTRL are used as a value field, then a total of 216 groups can be created, but each
VLAN can only be member of one such group.

On the other end of the spectrum, if all bits in TUPE_CTRL are treated as individual bits, then only 16
groups can be created, but every VLAN can be member of any number of these groups.

In configurations that have fewer physical ports than the number of bits in the VLAN_PORT_MASK, such
bits can be used as an extension to the bit part of the TUPE_CTRL field.

Apart from the VLAN’s TUPE_CTRL, the value of the VLAN’s VLAN_PORT_MASK is also used to
decide whether to update a given VLAN table entry.
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The following illustration depicts the TUPE functionality.
Figure 28 « VLAN Table Update Engine (TUPE)

VLAN Table (ANA_L3:VLAN)

TUPE_START_ADDR—» ,/
— TUPE_CTRL——» «——VLAN_PORT_MASK——— |

Value part | Bit part | | Unused bits | (phyg:%%bg}érts)

TUPE_END_ADDR—>|

Possibly new value of
VLAN_PORT_MASK

TUPE
Command
Parameters
(ANA_L3:TUPE)

TUPE Algorithm

The following pseudo code shows the full algorithm used by TUPE.

for (addr = csr.tupe_start_addr; addr < csr.tupe_end_addr; addr++) {
vlan_entry = vlan_tbl[addr];
if (
(// 1f enabl ed, check matching val ue
lcsr.tupe_ctrl _val _ena
§
((vlan_entry.tupe_ctrl & csr.tupe_ctrl_val _nmask) == csr.tupe_ctrl _val))
&&
(/7 1f enabled, check if VLAN s tupe_ctrl has any bits overl appi ng
/1 with csr.tupe_CTRL_BI T_MASK
lcsr.tupe_ctrl_bit_ena
N
((vlan_entry.tupe_ctrl & csr.tupe_ctrl_bit_nask) != 0))
&&
(/1 I'f enabled, check if VLAN s vlan_port_nmask has any bits overl appi ng
/1 with csr.tupe_PORT_MASK_A
Icsr.tupe_port_mask_a_ena
N
((vlan_entry.vlan_port_mask & csr.tupe_port_mask_a) != 0))
&&
(// Conbi ned node
/1 If enabled, check if VLAN s tupe_ctrl has any bits overl appi ng
/1 with TUPE_CTRL_BIT_MASK or VLAN s vlan_port_mask has any bits
/'l overl apping with TUPE _PORT_MASK A
/1 1.e. the bit mask part of TUPE_CTRL is extended with bits from
/1 vl an_port _naks.
Icsr.tupe_conb_nask_ena

((vlan_entry.tupe_ctrl & csr.tupe_ctrl_bit_mask) != 0)

N

((vlan_entry.vlan_port_mask & csr.tupe_port_mask_a) != 0))
&&

(/1 I'f enabled, check if VLAN s vlan_port_nmask has any bits overl appi ng
/1l with csr.tupe_PORT_MASK_B
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Icsr.tupe_port_nask_b_ena
I
((vlan_entry.vlan_port_mask & csr.tupe_port_nask_b) !'= 0))

) |

/1 vlan_port_mask nust be updated for this addr
for (p =0; p < port_count; p++) {

if (csr.tupe_cnd_port_mask clr[p] == 1 &&
csr.tupe_cnd_port _mask_set[p] == 1) {

/1 clr+set => toggle

vl an_entry. vl an_port_mask[p] = !vlan_entry.vlan_port_mask[p];
} else if (csr.tupe_cnd_port_mask_clr[p] == 1) {

vlian_entry.vlan_port_mask[p] = O,
} else if (csr.tupe_cnd_port_mask_set[p] == 1) {

vl an_entry. vl an_port_mask[p] = 1;

}

}
/!l Wite back to VLAN table

vlan_tbl [addr] = vlan_entry;

}
}
VCAP LPM: Keys and Action
The IP addresses used for IP source/destination guard and for IP routing are stored in a VCAP in the
VCAP_SUPER block. The part of the VCAP_SUPER block allocated for this purpose is VCAP LPM
(Longest Path Match).
VCAP LPM encodes both the IP addresses (VCAP keys) and the action information associated with each
VCAP key.
The following table shows the different key types supported by the VCAP LPM.
Table 82+ VCAP LPM Key and Sizes
Key Name Key Size  Number of VCAP Words
SGL_IP4 33 1
DBL_IP4 64 2
SGL_IP6 129 4
DBL_IP6 256 8
The following table provides an overview of the VCAP LPM key. When programming an entry in VCAP
LPM, the associated key fields listed must be programmed in the listed order with the first field in the
table starting at bit 0 of the entry. For more information, see, Versatile Content-Aware Processor (VCAP),
page 55.
Table 83+ VCAP LPM Key Overview
Field Name Short Description Size SGL_IP4 DBL_IP4 SGL_IP6 DBL_IP6
DST_FLAG 0=SIP, 1=DIP 1 X X
IP4_XIP IPv4 SIP/DIP 32 X
IP4_SIP IPv4 SIP 32 X
IP4_DIP IPv4 DIP 32 X
IP6_XIP IPv6 SIP/DIP 128 X
IP6_SIP IPv6 SIP 128 X
IP6_DIP IPv6 DIP 128 X
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3.18.1 VCAP LPM SGL_IP4 Key Details

The SGL_IP4 key is to be used for IPv4 UC routing as well as IPv4 Source/Destination Guard.

Table 84+« VCAP LPM SGL_IP4 Key Details

Field Name Description Size

DST_FLAG 0: IP4_XIP is only to be used for SIP matching. 1
1: IP4_XIP is only to be used for DIP matching.

IP4_XIP IPv4 address 32

3.18.2 VCAP LPM DBL_IP4 Key Details

The DBL_IP4 key is to be used for IPv4 MC routing.

Table 85+ VCAP LPM DBL_IP4 Key Details

Field Name Description Size
IP4_SIP IPv4 source address 32
IP4_DIP IPv4 destination address 32

3.18.3 VCAP LPM SGL_IP6 Key Details

The SGL_IP6 key is to be used for IPv6 UC routing as well as IPv6 Source/Destination Guard.

Table 86+ VCAP LPM SGL_IP6 Key Details

Field Name Description Size

DST_FLAG 0: IP6_XIP is only to be used for SIP matching 1
1: IP6_XIP is only to be used for DIP matching

IP6_XIP IPv6 address 128

3.18.4 VCAP LPM DBL_IP6 Key Details

The DBL_IP6 key is to be used for IPv6 MC routing.

Table 87« VCAP LPM DBL_IP6 Key Details

Field Name Description Size
IP6_SIP IPv6 source address 128
IP6_DIP IPv6 destination address 128

3.18.5 VCAP LPM Actions

VCAP LPM supports three different actions:

- ARP_PTR
- L3MC_PTR
«  ARP_ENTRY
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The following table lists the actions and the key types for which they are intended to be used.

Table 88+« VCAP LPM Action Selection

Action Name Size Description and Appropriate VCAP LPM Key Types
ARP_PTR 18 Provides pointer to ARP entry in ARP Table (ANA_L3:ARP).
LPM key types: SGL_IP4, SGL_IP6.
L3MC_PTR 10 Provides pointer to L3MC Table (ANA_L3:L3MC).
LPM key types: DBL_IP4, DBL_IP6.
ARP_ENTRY 62 ARP entry.

LPM key types: SGL_IP4, SGL_IP6.

The following table provides information about the VCAP LPM actions. When programming an action in
VCAP LPM, the associated action fields listed must be programmed in the listed order, with the first field
in the table starting at bit 0 of the action.

Table 89« VCAP LPM Actions

Field Name Description and Encoding Size ARP_PTR L3MC_PTR ARP_ENTRY
Action Type 0: ARP_PTR 2 X X X
1: LAMC_PTR
2: ARP_ENTRY
3: Reserved
ARP_PTR Pointer to entry in ARP Table (ANA_L3:ARP) 8 X
ARP_PTR_REMA If set, ARP_PTR is used to point to an entry in 1 X
P_ENA the ARP Pointer Remap Table
(ANA_L3:ARP_PTR_REMAP).
ECMP_CNT Number of equal cost, multiple paths routes to 4 X
DIP. See Unicast Routing, page 141.
RGID Route Group ID. Used for SIP RPF check. See 3 X
SIP RPF Check, page 147.
L3MC_PTR Pointer to entry in L3MC Table 8 X
(ANA_L3:L3MC)
MAC_MSB See ANA_L3:ARP:ARP_CFG_0.MAC_MSB. 16 X
MAC_LSB See ANA_L3:ARP:ARP_CFG_1.MAC_LSB. 32 X
ARP_VMID See ANA_L3:ARP:ARP_CFG_0.ARP_VMID. 5 X
ZERO_DMAC_CP See
U _Qu ANA_L3:ARP:ARP_CFG_0.ZERO_DMAC_CP
uU_Qu.
SIP_RPF_ENA See 1
ANA_L3:ARP:ARP_CFG_0.SIP_RPF_ENA.
SECUR_MATCH_ See 1
VMID_ENA ANA_L3:ARP:ARP_CFG_0.SECUR_MATCH_
VMID_ENA.
SECUR_MATCH_ See 1
MAC_ENA ANA_L3:ARP:ARP_CFG_0.SECUR_MATCH_
MAC_ENA.
ARP_ENA See ANA_L3:ARP:ARP_CFG_0.ARP_ENA. 1
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IP Processing

This section provides information about IP routing and IP security checks. The configuration parameters
for IP routing are located within the ANA_L3 configuration target.

Each frame is subject to two lookups in VCAP LPM. One lookup is used for looking up SIP, and the other
lookup is used for looking up DIP or DIP+SIP (for IP multicast frames).

IP Source/Destination Guard

For security purposes, the device can be configured to identify specific combinations of the following
information and apply security rules based on that information.

*  (SMAC, SIP) or (VMID, SIP)

« (DMAC, DIP) or (VMID, DIP)

The VCAP LPM and ARP table in ANA_L3 are used to perform matching. The result of the matching is
available for security rules in ANA_ACL through the following VCAP fields:

+ L3_SMAC_SIP_MATCH. Set to 1 if (VMID, SIP) and/or (SMAC, SIP) match was found.
+ L3_DMAC_DIP_MATCH. Set to 1 if (VMID, DIP) and/or (DMAC, DIP) match was found.

IP source/destination guard check can be enabled per port using COMMON:SIP_SECURE_ENA and
COMMON:DIP_SECURE_ENA.

When enabled, the frame’s DIP and the frame’s SIP are each looked up in VCAP LPM. The associated
VCAP action provides an index to an ARP Table entry in which the required SMAC/DMAC and/or VMID
is configured.

The following pseudo code specifies the behavior of the IP Source Guard checks.

/1 Determine value of req.|3_sip_match (available in ANA_ACL as
L3_SMAC_SI P_MATCH)

if ('reqg.ipd4_avail && 'req.ip6_avail) {
req.13_sip_match = 1;
return;

}

if (csr.sip_cnp_ena(req.port_num) {
req.13_sip_match = 0;

} else {
reg.l3_sip_match = 1;

}

if ('LpnHt()) {
return;

}

if (req.ipd_avail) {

csr.secur_ip4_|I pmfound_sticky = 1;
}
if (req.ip6_avail) {

csr.secur_i p6_| pmfound_sticky = 1;

}

sip_arp_entry = csr.arp_tbl[sip_|l pmentry.arp_ptr];

if ((sip_arp_entry.secur_match_vmd_ena == 0 ||
igr_vlian_entry.vnid == sip_arp_entry.arp_vm d)
&&
(sip_arp_entry.secur_match_mac_ena == 0 ||
req.smac == sip_arp_entry.mc)) {
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req.13_sip_match = 1;

if (req.ip4_avail) {

csr.secur _i p4_sip_match_sticky = 1;
} else {
csr.secur_i p6_sip_nmatch_sticky = 1;

}
}

if (req.13_sip_match == 0) {
csr.secur_sip_fail _sticky = 1;
}

The IP Destination Guard check works in the same way as the SIP check, except for the following:
»  DIP check is not performed if frame has a multicast DMAC.

«  DIP check is not performed if router leg has been matched.

The following pseudo code specifies the behavior of the IP Destination Guard checks.

/1 Determine value of req.|3_sip_nmatch (available in ANA ACL as
L3_SMAC S| P_MATCH)

if ('req.ipd4_avail && !'req.ip6_avail) {
req.13_sip_match = 1;
return;

}

if (csr.sip_cnp_ena(req.port_num) {
req.13_sip_match = 0;

} else {
req.13_sip_match = 1;

}

if ('LpnHt()) {
return;

}

if (req.ipd_avail) {

csr.secur_i p4_|I pmfound_sticky =
}
if (req.ip6_avail) {

csr.secur_i p6_I pmfound_sticky = 1;

}

|
[EnY

sip_arp_entry = csr.arp_tbl[sip_|l pmentry.arp_ptr];

if ((sip_arp_entry.secur_match_vnmid_ena == 0 ||
igr_vlian_entry.vmid == sip_arp_entry.arp_vmd)
&&
(sip_arp_entry.secur_nmatch_mac_ena == 0 ||
req.smac == sip_arp_entry.mac)) {

reg.l3_sip_match = 1;

if (req.ip4_avail) {

csr.secur _i p4_sip_match_sticky = 1;
} else {
csr.secur_i p6_sip_match_sticky = 1;

}
}

VMDS-10492 VSC7440 Datasheet Revision 4.2 135



Functional Descriptions

3.19.2

Figure 29

3.19.2.1

3.19.2.2

& Microsemi

a A8\ MicrocHiP company

if (req.13_sip_match == 0) {
csr.secur_sip_fail _sticky = 1;

}
IP Routing

The device supports routing of IPv4 and IPv6 unicast and multicast packets through the 32 router
interfaces, also known as “router legs”. Each router leg is attached to a VLAN.

The following illustration shows a configuration with three VLANSs, each with an attached router leg for
routing IP packets between the VLANSs. Port 11 is member of both VLAN 1 and VLAN 2.

When a packet is being routed from one VLAN (the ingress VLAN) to another VLAN (the egress VLAN),
the VID of the ingress VLAN is termed IVID, and the VID of the egress VLAN is termed the EVID.

Router Model

Router Leg Router Leg Router Leg
VLAN 1 VLAN 2 VLAN 3
8 9 10 11 12 13 14 15 16 17 18 19

Within the device, a router leg is identified by a 5-bit VMID value. When a packet is being routed, it is
then received by the router entity using a router leg identified by an ingress VMID (or IVMID) and
transmitted on an egress router leg identified by an egress VMID (or EVMID).

IP routing, also known as L3 forwarding, is only supported in VLAN-aware mode.

Frame Types for IP Routing

In order for IP packets to be routed by the device, the following conditions must be met.

+  IPv4 packets must not contain options.

+ IPv6 packets must not contain hop-by-hop options.

*  Optionally packets with some illegal SIP and DIP addresses can be filtered. For more information,
see lllegal IPv4 Addresses, page 140 and lllegal IPv6 Addresses, page 140.

* IPv4 header checksum must be correct.

Routing Table Overview

The following illustration provides an overview of the table lookups involved in IP unicast routing within
the L3 part of the analyzer.

The VCAP and ARP table lookups are performed in parallel with the VLAN/MSTP/VMID table lookups. If
the frame does not match a router leg, the result of VCAP and ARP table lookups are not used for
routing.
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Figure 30+ Unicast Routing Table Overview
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The following illustration provides an overview of the table lookups involved in IP multicast routing within
the L3 part of the analyzer.

The VCAP and L3MC table lookups are performed in parallel with the VLAN/MSTP/VMID table lookups.
If the frame does not match a router leg, the result of VCAP and L3MC table lookups are not used for
routing.

VMDS-10492 VSC7440 Datasheet Revision 4.2 137



Functional Descriptions

& Microsemi

a A8\ MicrocHiP company

Figure 31+ Multicast Routing Table Overview
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3.19.2.3 Ingress Router Leg Lookup

The VID used to determine the ingress router leg is the classified VID. The classified VID can be
deducted based on a variety of parameters, such as VLAN tag or ingress port. For more information, see
VLAN Classification, page 110.

A total of 32 router legs are supported. Each router leg can be used for both IPv4 and IPv6 unicast and
multicast routing. A maximum of one router leg per VLAN is supported.

When processing incoming frames, the classified VID is used to index the VLAN table. The RLEG_ENA
parameter determines if the VLAN is enabled for routing of packets, and if so, the VMID is used to index
the VMID table. The flow is depicted in the following illustration.
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RLEG_IP4_UC_ENA
RLEG_IP4_MC_ENA
RLEG_IP4_ICMP_REDIR_ENA
RLEG_IP4_VRID_ENA
RLEG_IP6_UC_ENA
RLEG_IP6_MC_ENA

D ./

VLAN_RLEG_ENA

RLEG_IP6_ICMP_REDIR_ENA
RLEG_IP6_VRID_ENA
RLEG_EVID(11:0)
RLEG_IP4_VRIDO(7:0)
RLEG_IP6_VRID1(7:0)
RLEG_IP4_MC_TTL(7:0)
RLEG_IP6_MC_TTL(7:0)

On L2, up to three different MAC addresses are used to identify the router leg:

*  The normal router leg MAC address. This MAC address consists of a base address that is
configured using COMMON:RLEG_CFG_0.RLEG_MAC_LSB and

To have different MAC addresses for each router leg, the three least significant bytes of the base
MAC address can optionally be incremented by the Classified VID or the VMID. This is configured

using COMMON:RLEG_CFG_1.RLEG_MAC_TYPE_SEL.

*  VRRP MAC address for IPv4. This MAC address consists of a base address that is configured using
COMMON:VRRP_IP4_CFG_0.VRRP_IP4_BASE_MAC_MID and
COMMON:VRRP_IP4_CFG_0.VRRP_IP4_BASE_MAC_HIGH.

For each router leg, the least signficant byte is configured per router leg using
VMID:VRRP_CFG.RLEG_IP4_VRID. Up to two VRID values are supported per router leg.

Use of VRRP for IPv4 is enabled using VMID:RLEG_CTRL.RLEG_IP4_VRID_ENA.
*  VRRP MAC address for IPv6. This is configured in the same manner as VRRP MAC address for

The matching of router leg MAC address for unicast packets is shown in the following illustration.

3.19.2.3.1 Unicast Router Leg Detection
COMMON:RLEG_CFG_0.RLEG_MAC_MSB.
IPv4.

Figure 33 «
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The packet is a candidate for unicast routing if a frame’s DMAC matches one of the router leg MAC
addresses. Packets sent to the router itself will also match the router leg MAC address, but these will be
caught through entries in the ARP table.

Despite matching a router leg MAC address, routing is not performed for any of the following reasons. If
any of following criteria are met, the frame may be redirected to the CPU, depending on configuration
parameters.

» Itis not an IP packet (for example, an ARP reply).

* There are IP header errors.

+ DIP or SIP address is illegal (optional).

+  Packet contains IPv4 options/IPv6 hop-by-hop options.
+ IPv4 TTL or IPv6 HL is less than two.

Multicast Router Leg Detection

For each router leg, IP multicast routing can be enabled using VMID:RLEG_CTRL.RLEG_IP4_MC_ENA
and VMID:RLEG_CTRL.RLEG_IP6_MC_ENA.

In addition to having multicast routing enabled for the router leg configured for the VLAN, the frame’s
DMAC must be within a specific range in order for the packet to be candidate for IPv4/6 routing.

+ IPv4 DMAC range: 01-00-5E-00-00-00 to 01-00-5E-7F-FF-FF
+ IPv6 DMAC range: 33-33-00-00-00-00 to 33-33-FF-7F-FF-FF

Despite having a DMAC address within the required range, routing is not performed for any of the
following reasons:

*  There are IP header errors.

» DIP or SIP address is illegal (optional).

+  Packet contains IPv4 options/IPv6 hop-by-hop options
* IPv4 TTL or IPv6 HL is less than two.

If any of above criteria are met, then the frame may be redirected to CPU, depending on configuration
parameters.
The frame is still L2 forwarded if no router leg match is found.

lllegal IPv4 Addresses

Use the ROUTING_CFG.IP4_SIP_ADDR_VIOLATION_REDIR_ENA parameters to configure each of
the following SIP address ranges to be considered illegal.

* 0.0.0.0 to 0.255.255.255 (IP network zero)
+ 127.0.0.0 to 127.255.255.255 (IP loopback network)
*  224.0.0.0 to 255.255.255.255 (IP multicast/experimental/broadcast)

Frames with an illegal SIP can be redirected to the CPU using
CPU_RLEG_IP_HDR_FAIL_REDIR_ENA.

Use the ROUTING_CFG.IP4_DIP_ADDR_VIOLATION_REDIR_ENA parameters to configure each of
the following DIP address ranges to be considered illegal.

* 0.0.0.0 to 0.255.255.255 (IP network zero)
* 127.0.0.0 to 127.255.255.255 (IP loopback network)
*  240.0.0.0 to 255.255.255.254 (IP experimental)

Frames with an illegal DIP can be redirected to the CPU using
CPU_RLEG_IP_HDR_FAIL_REDIR_ENA.

lllegal IPv6 Addresses

Use the ROUTING_CFG.IP6_SIP_ADDR_VIOLATION_REDIR_ENA parameters to configure each of
the following SIP address ranges to be considered illegal.

« /128 (unspecified address)
»  ::1/128 (loopback address)
+  ff00::/8 (IPv6 multicast addresses)
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Frames with an illegal SIP can be redirected to the CPU using
CPU_RLEG_IP_HDR_FAIL_REDIR_ENA.

Use the ROUTING_CFG.IP6_DIP_ADDR_VIOLATION_REDIR_ENA parameters to configure each of
the following DIP address ranges to be considered illegal.

* /128 (unspecified address)
«  ::1/128 (loopback address)

Frames with an illegal DIP can be redirected to the CPU using
CPU_RLEG_IP_HDR_FAIL_REDIR_ENA.

Unicast Routing

The IPv4/IPv6 unicast forwarding table in the Analyzer is configured with known routes. There are
typically two types of routes: Local IP and Remote IP.

*  Local IP networks directly accessible through the router. These entries return the DMAC address of
the destination host and correspond to an ARP lookup.

* Remote IP networks accessible through a router. These entries return the DMAC address of the
next-hop router.

If frames are deemed suitable for IP unicast routing, a DIP lookup is performed in the Longest Prefix
Match (LPM) table. The lookup is a Classless Inter-Domain Routing (CIDR) lookup. That is, all network
sizes are supported.

For IP addresses in local IP networks without corresponding MAC addresses, LPM entry with a
corresponding ARP entry with a zero MAC address should be configured. This results in redirecting the
matching frames to the CPU and thus allows the CPU to exchange ARP/NDP messages with the stations
on the local IP networks to request their MAC address and afterwards use this information to update the
ARP table.

Packets with IVMID = EVMID (packets that are to be routed back to the router leg on which they were
received) can optionally be redirected to the CPU such that the CPU can generate an ICMP Redirect
message. This is configurable using VMID:RLEG_CTRL.RLEG_IP4_ICMP_REDIR_ENA and
VMID:RLEG_CTRL.RLEG_IP6_ICMP_REDIR_ENA.

If such packets are not redirected to the CPU, they are routed.
IVMID and EVMID are configured using VLAN:VMID_CFG.VMID and ARP:ARP_CFG_0.ARP_VMID.

The following illustration shows an IPv4 unicast routing example. IPv6 unicast routing works identically to
IPv4 unicast routing, with the exception that each of the IPv6 addresses occupies four times as much
space in VCAP LPM.
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IP Unicast Routing Example

Router leg 1 (VMID=1)
MAC: 0x001122330001
IPv4: 1.1.1.0

Router leg 2 (VMID=2)
MAC: 0x001122330002
IPv4: 2.2.2.0

0 n m a b ¢

VLAN2

VLAN1

IPv4 network 1.1.1.0/24 IPv4 network: 2.2.2.0/24
Host B1
Host A1 IPv4: 2.2.2.1
IPv4:1.1.1.1 MAC: 0x000002020201
MAC: 0x000001010101 Host B3 N
IPv4: 2.2.2.3 Router B2
MAC: 0x000002020203 outer
o Ilos]t- /izl ) IPF\ZIZL_thrlA133 IPv4: 2.2.2.2
v4: 1.1.1. c1.1.1. )
MAC: 0x000001010102 || MAC: 0x000001010103 MAC: 0x000002020202

\Default Router

IPv4 network 3.3.0.0/16

IPv4 network

5.5.0.0/12

4——— LPM VCAP————»

IPv4 network 4.4.0.0/16

IPv4 network

*E**/0

VCAP Entries VCAP Actions ARP Table
Index | Valid pIP L’::g; —> | ECMP |ARP IDX cPU DMAC EVMID
0 X X —» X x X X X A
m+7 1 (1.1.1.0| 32 |—/™» (0] m+7 | —» 1 000000000000 X
Known
m+6 | 1 |[1.1.1.1] 32 |—>»| 0 |m+6| > o0 000001010101 1 local
hosts
m+5 1 (1.11.2] 32 |—» [0] m+5 |—| O 000001010102 1
8 m+a | 1 1113 32 | 5| 0O |m+4a|_| O 000001010103 1
=]
% m+3 1 (2.22.0| 32 » (0] m+3 »| 1 000000000000 2
c ©
kel & m+2 1 (2221 32 |—» o] m+2 |—»| O 000002020201 2
S a
13}
g § m+1 1 (2222 32 |—» [0] m+1 |—»| O 000002020202 2
a ; 2
c |82 m 1 (2223 32 || 0 m |—| o 000002020203 2 =
C | 2, ¢ —
R ©
© 5 . - &
(] c N
)
g n+5 1 |1.1.1.0| 24 |—» [¢] n+ts | —3p| 1 000000000000 X
8 / Known
© h+4 1 |12.2.2.0| 24 |—» o] n+5 0 000001010103 1 Network
1o
o]
< n+3 1 [(3.3.0.0| 16 |—» o n+4 / 0] 000001010103 1 Equal
Cost
n+2 1 |4.400| 16 |—» 0 o 0] 000002020202 2 Network
n+1 1 |5.5.0.0| 12 |—™ 1 n+2 X X X
n 0 X X | X x X X X
0 ‘ 1 o.o.o.o‘ 0 ‘H‘ 0 ‘ o ‘ ‘ 0 ‘ 000002020202 ‘ 2 ‘ v Default gateway

Ports o0, n, and m are connected to Router A3, Host A1, and Host A2. These stations are included in an

IP subnet associated with VLAN 1 and connected to the router by router leg 1. Router leg 1’s MAC
address is shown.

Ports a, b, and ¢ are connected to Router B2, Host B1, and Host B3. These stations are included in an IP
subnet associated with VLAN 2 and connected to the router by router leg 2.

The router leg MAC addresses in the example offsets the base MAC address by the respective router

leg’s VMID.

Traffic destined within a subnet is L2-forwarded. For example, traffic from Host A1 to Host A2 is L2

forwarded.
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Traffic destined outside a subnet is sent to the router using the router leg’s MAC address. The router
performs the routing decision as follows:

1.  Known local host. If the destination IP address is known to be a local host (with the full IP address
installed in the VCAP LPM table), the router takes the local host DMAC address and egress router
leg VMID (EVMID) from the ARP table entry pointed to by the ARP_IDX of the VCAP Action. For
example, if traffic sent from Host A1 to B1 is routed using LPM entry m+2 (2.2.2.1/32) and ARP entry
m + 2, the local host's DMAC address is found to be 0x000002020201 and egress router leg to be
RLEG2 (that is, VMID = 2).

2.  Known longest prefix. If the full destination IP address is not known, the router finds the longest
matching IP prefix and uses it to determine the next hop DMAC address and egress router leg. For
example, traffic sent from host A1 to host 4.4.4.2 is routed using LPM entry n + 2 (the 4.4.0.0 subnet
is reached through Router B2) and using ARP entry 0, the next hop’s DMAC address is found to be
0x000002020202 and egress router leg to be RLEG2 (for example, VMID = 2).

3. Known equal cost multiple paths (ECMP). If the full destination IP address is not known by the
router and the longest matching IP prefix is an equal cost path, the next hop DMAC address and
egress router leg is derived from one of up to 16 ARP entries. For example, traffic sent from host A1
to host 5.5.5.13 is routed using VCAP LPM entry n + 1. The corresponding VCAP action has
ECMP = 1, so the ARP table entry is chosen to be either n + 2 or n + 3, based on a pseudo random
number. If entry n + 2 is chosen, the next hop’s DMAC address is found to be 0x000001010103
(Router A3) and egress router leg to be RLEG1. If entry n + 3 is chosen, the next hop’s DMAC
address is found to be 0x000002020202 (Router B2) and egress router leg to be RLEG2.

4. Default gateway. In order to forward packets destined to unknown subnets to a default router, a
default rule can be configured for the VCAP LPM. This is illustrated in the IP Unicast Routing
example as a “0.0.0.0” rule. For example, traffic sent from host A1 to host 8.9.4.2 is routed using
LPM entry 0 (the default router is reached through Router B2) and ARP entry 0, the next hop’s
DMAC address is found to be 0x000002020202 and egress Router Leg to be RLEG2.

When routing packets, the router replaces the frame’s DMAC with the ARP table’s DMAC and replaces
the SMAC with MAC address associated with the egress router leg. The classified VID is replaced by the
egress VID (VMID:RLEG_CTRL.RLEG_EVID). The TTL/HL is decremented by 1. Note that the VMID
tables (ANA_L3:VMID and REW:VMID) and the router leg MAC address must be configured consistently
in the analyzer Layer 3 and rewriter.

If host A2 wants to send traffic to a host in subnet 3.3.0.0/16, the host issues an ARP request and gets a
response to send traffic to router A3. Host A2 can choose to ignore this request, in which case, the router
routes to router A3 in the same VLAN.

Local networks 1.1.1.0/24 and 2.2.2.0/24 are also configured. Hosts and routers located in these
networks can be directly L2 accessed. This includes IP addresses 1.1.1.0 and 2.2.2.0, which are the IP
addresses of the router in the respective subnets to be used for IP management traffic, for example.

Encoding ARP Entry in VCAP Action

Instead of using an entry in the ARP table, the ARP information can alternatively be written into the
VCAP action of the LPM entry so as to not be limited by the size of the ARP table.

ARP entries written into a VCAP actions have the following limitations compared to ARP entries in the
ARP table.

+  ECMP cannot be supported. If there are multiple paths to a given subnet, then ARP table entries
must be used.

* RGID cannot be configured. If RGIDs of SIP RPF are used, then ARP table entries must be used for
such routes.

+ Alternative Next Hop Configuration cannot be supported. If Alternative Next Hop Configuration is
required, then ARP table entries must be used.

ARP Pointer Remap

An ARP Pointer Remap table is available to support fast fail-over when the next hop changes for a large
group of LPM VCAP entries.

By setting ARP_PTR_REMAP_ENA=1 in LPM VCAP action, the ARP_PTR in the VCAP action is used
to address an entry in the ARP_PTR_REMAP table and through this, new ARP_PTR and ECMP_CNT
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values are looked up and used for lookup in the ARP table. Thus instead of updating ARP_PTR and
ECMP_CNT for many LPM VCAP entries, only the corresponding entry in ARP_PTR_REMAP needs to
be updated.

The following illustration depicts both the case where ARP Pointer remapping is not used as well as the
case where it is used, that is ARP_PTR_REMAP_ENA = 1.

ARP Pointer Remapping

ARP_PTR_REMAP Table not used

ANA_L3:ARP
LPM VCAP Action
(action type: ARP_PTR)
ARP_PTR 7
ARP_PTR _REMAP_ENA=0
ECMP_CNT
ARP_PTR remapped through
ARP_PTR_REMAP Table
ANA_L3:ARP
LPM VCAP Action ANA_L3:ARP_PTR_REMAP
(action type: ARP_PTR)
ARP_PTR
ARP_PTR REMAP_ENA=1
ARP_PTR
ECMP_CNT

IP Multicast Routing

The multicast system is split into two stages, stage 1 and stage 2.

In stage 1, the frame is received on a front port and the IP multicast system in ANA_L3 is activated. This
stage is used to ensure L2 forwarding to all relevant ports in the ingress VLAN as well as ingress
mirroring. If the frame needs to be L3 forwarded to other VLANS, an internal port module called virtual
device 0 (VDO) also receives an L2 copy, together with information about the number of VLANs that
receive a routed copy of the frame.
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In stage 2, the analyzer processes each frame copy from VDO, and L3 forwards each frame copy to its
egress VLAN.

In stage 1, ANA_L3 uses the VCAP LPM to determine the forwarding of the frame. Typically, two types of
VCAP LPM multicast entries exist: source-specific and source-independent.

»  Source specific IP multicast groups, where the same group IP address can be used by multiple
sources. Such groups are denoted (S,G).

»  Source independent IP multicast groups, where the group IP address uniquely identifies the IP
multicast flow. Such groups are denoted (*,G).

IPv4 multicast groups occupies two entries in the VCAP LPM, and IPv6 multicast groups occupies eight
entries. Source-specific multicast groups must be placed with higher precedence than source-
independent multicast groups.

A matching entry in the VCAP LPM results in an index (L3MC_IDX) to an entry in the L3MC Table.

Each L3MC table entry contains a list of egress router legs to which frames are routed. Upon removing
the ingress router leg from the list, the required number of routed multicast copies is calculated and this
number (L3MC_COPY_CNT) is sent to VDO.

Stage 1 L2 forwards the frame. ANA_ACL can be used to limit the L2 forwarding, for example, to support
IGMP/MLD snooping.

For each L3MC entry, it can optionally be configured that routing is only performed if the frame was
received by a specific ingress router leg. This is termed reverse path forwarding check and is configured
using L3MC:L3MC_CTRL.RPF_CHK_ENA and L3MC:L3MC_CTRL.RPF_VMID.

Note that this RPF check is unrelated to the SIP RPF check. For more information about the SIP RPF
check, see SIP RPF Check, page 147.

Reverse path forwarding check does not affect the L2 forwarding decision.

In stage 2, VDO replicates the frame according to LAMC_COPY_CNT, and L3MC_IDX is written into the
frame’s IFH.

For each copy, which ANA_L3 receives from VDO during stage 2, L3MC_IDX from IFH is used to lookup
the L3MC table entry and thus find the list of egress router legs that require a routed copy. The egress
router leg is used to determine the egress VID which in turn is used to perform (VID, DMAC) lookup in
the MAC table for L2 forwarding within the egress VLAN.

For each egress router leg, it can be configured that frames are only L3 forwarded to the router leg if the
TTL/HL of the packet is above a certain value. This is configured using
VMID:VMID_MC.RLEG_IP4_MC_TTL and VMID:VMID_MC.RLEG_IP6_MC_TTL.

In stage 2, both learning and ingress filtering is disabled.

The following illustration shows an IPv4 multicast routing example. IPv6 multicast routing works
identically to IPv4 multicast routing, with the exception that the IPv6 entries occupies four times as much
space in VCAP LPM.
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ulticast Routing Example

Router Router
VLAN 1 leg 1 leg 2 VLAN 2
IP network 1.1.1.0/24 8 9 10 11 IP network 2.2.2.0/24
?/—/1?1.1 2.2.2.1
1.1.1.3 1.1.1.2 2.2.2.2 2.2.2.3
Sender Receiver 1 Receiver 2 Receiver 3
44— LPM VCAP—————p»
VCAP
Index VCAP Entries Actions Index L3MC Table
EVMID_MASK
i valid G sip 13me_idx ‘ CPU | (Router leg bit masky "M FER
- a $ 128 bits
& 55 n+4 | 1 [230.1.1.1] 1.1.1.3 —>» 0 —> 0 1 0x6 1 1 ?
3] o c
£ S¢on+2 | 1 |230111]2222|—> 1 | > 1 1 OXFF 0 x |8
(a) Q>3 / =]
Do g c
S o= N 1 |230.1.1.2| 2222 |—»| 1 2 X X X X ©
; 2 8
& 2’ o . : N
v o : : ¢
‘ 1 ‘230.1.1.1‘ X ‘—V‘ X ‘ 1023 X ‘ X ‘ X ‘ X ‘
A sender host with IPv4 address 1.1.1.3 is transmitting IPv4 multicast frames to the group address

230.

1.1.1 and DMAC = 0x01005E010101. The frames must be L2 forwarded to receivers in VLAN 1 and

L3 forwarded to receivers in VLAN 2. For the latter, an entry for the (1.1.1.3, 230.1.1.1) pair is added to
the VCAP LPM.

3.19.2.5.1 Sta

3.19.2.5.2 Sta

ge 1

Lookup of (SIP,G) = (1.1.1.3, 230.1.1.1) in VCAP LPM returns L3MC_IDX = 0 and a corresponding
entry in L3AMC table. L3AMC_IDX = 0 is inserted into the IFH.

The L3MC entry has RPF check enabled (RPF_ENA = 1). Because the frame has been received
through the specified router leg, L3 forwarding is allowed.

The L3MC entry specifies that frames are forwarded to router leg 1 and 2. Because the frame has
been received on router leg 1, only router leg 2 needs a routed copy. In other words, the number of
L3 frame copies required is set to 1.

If the frame’s TTL is <2, then the frame is not L3 forwarded.

Lookup of (DMAC, VID) = (0x01005E010101, 1) in the MAC table returns a destination set with port
8 and 9. Port 8 is source filtered due to normal L2 source port filtering, so the resulting destination
set consists only of port 9.

As a result of the first stage, the frame has been L2 forwarded to port 9 and a copy with
L3MC_IDX = 0 and L3 copies required = 1 has been forwarded to the VDO.

ge 2

A frame is received once from VDO with L3MC_IDX = 0 and L3MC_COPY_CNT = 1.

Lookup of LBMC_IDX = 0 in the L3MC table returns the same entry as used in stage 1. Because this
is the first routed copy, the new EVMID is 2, and through lookup in the VMID table, the
corresponding EVID is 2.

If Frame.IP.TTL < VMID.VMID_MC.RLEG_IP4_MC_TTL, the frame is not L3 forwarded.

The frame’s TTL is decremented.

Lookup of (DMAC, VID) = (0x01005E010101, 2) in the MAC table returns a destination set with port
10 and 11. Because this is a routed copy, no source port filtering is applied.
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*  Theresultis a routed copy to ports 10 and 11 with replaced SMAC and VID from VMID = 2 and TTL
decremented.

SIP RPF Check

As a security measure, the device can be configured to only L3 forward frames if the SIP belongs to a
known subnet and is received by one (or more) specific router legs, for example, the router leg through
which the subnet is reached. This configuration can be used to filter IP address spoofing attempts.

To support SIP RPF check, each route in VCAP LPM is assigned a Route Group ID (RGID); that is, any
route in the VCAP LPM belongs to exactly one Route Group. Eight RGID values are supported.

In the VMID table the set of acceptable RGIDs for each router leg is configured using RGID_MASK.
Each router leg can be configured to operate in the following SIP RPF modes.

» Disabled. No SIP RPF check is performed.

* RGID mode. Frames are only L3 forwarded if the SIP’s RGID is enabled in the router leg’s
RGID_MASK. If the ARP information is encoded directly in the VCAP action and SIP RPF mode is
set to RGID mode, then an Rleg mode check is performed instead, because an ARP entry encoded
in the VCAP Action contains to RGID.

* Rleg mode. Frames are only L3 forwarded if the VMID of the ARP table entry resulting from SIP LPM
lookup is identical to the ingress VMID. For example, the router leg, which the frame was received
on, is also the router leg used for forwarding frames to the SIP.

Rleg mode cannot be used for ECMP LPM entries, because each route is only accepted by one
router leg. In Rleg mode, no SIP RPF check is performed if SIP is reachable using an ECMP path.

+  Combined mode. This is a combination of RGID mode and Rleg mode. If the SIP LPM lookup results
in an LPM entry with ECMP_CNT = 0, an Rleg mode check is performed, otherwise a RGID Mode
check is performed.

RFC3704 defines a number of different SIP RPF modes, which can be supported by the device as
follows:

+  Strict RPF. Use Rleg mode or Combined mode to also support ECMP.

* Loose RPF. Use RGID mode and configure RGID_MASK to all-ones. For example, any RGID value
is acceptable.

*  Loose RPF ignoring default routes. Use RGID mode and configure a separate RGID value for the
default route. Exclude this value in router leg’'s RGID_MASK.

+ Feasible RPF. Use RGID mode, group LPM entries using RGID and enable only the accepted
groups in the router leg’s RGID_MASK.

Note that SIP RPF is unrelated to the L3MC RPF check enabled in L3MC:L3MC_CTRL.RPF_CHK_ENA,
which validates that a given IP multicast flow (identified by (S,G) or (*,G) was received by the expected
router leg.

Frames that are not routed due to SIP RPF check can optionally be redirected to CPU by configuring
COMMON:ROUTING_CFG.RLEG_IP4_SIP_RPF_REDIR_ENA and
COMMON:ROUTING_CFG.RLEG_IP6_SIP_RPF_REDIR_ENA.

CPU Redirection of Filtered Frames

The following table provides an overview of the available CPU queues used when copying/redirecting
frames to CPU.

CPU Queue Overview

CPU Queue

Description

COMMON:CPU_QU_CFG.CPU_RLEG_QU Non-IP unicast frames matching an ingress router leg.

For example, ARP PDUs.
CPU queue for IP frames with L2 broadcast DMAC,
received by router leg.

COMMON:CPU_QU_CFG.CPU_RLEG_IP_OPT_QU IPv4 frames with options and IPv6 frames with hop-by-

hop option.
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Table 90+ CPU Queue Overview (continued)

CPU Queue Description
COMMON:CPU_QU_CFG.CPU_RLEG_IP_HDR_FAIL_QU IPv4 frames with IP header errors.
COMMON:CPU_QU_CFG.CPU_IP_LEN_QU CPU queue for IPv4/IPv6 frames failing MTU check.
COMMON:CPU_QU_CFG.CPU_MC_FAIL_QU Failed IP multicast lookup or failed RPF check.
COMMON:CPU_QU_CFG.CPU_UC_FAIL_QU Failed IPv4/IPv6 unicast LPM lookup, invalid ARP entry
(ARP_ENA=0) or failed ICMP redirect check.
COMMON:CPU_QU_CFG.CPU_IP_TTL_FAIL_QU Frames with TTL/HL <2.
COMMON:CPU_QU_CFG.CPU_SIP_RPF_QU Frames failing SIP RPF check.
ARP:ARP_CFG_0.DMACO0_CPU_QU MAC address in ARP entry is all-zeros.
L3MC:L3MC_CTRL.CPU_QU L3MC.L3MC_CTRL.CPU_REDIR_ENA=1.

3.19.3 Statistics

For each frame, ANA_L3 generates a number of events that can be counted in ANA_AC'’s statistics
block. Events are generated separately for ingress and egress router legs, and in ANA_AC, event
counting is further split into IPv4 and IPv6.

3.19.3.1 Ingress Router Leg Statistics

The ingress router leg statistics events generated by ANA_L3 are listed in the following table.

Table 91+ Ingress Router Leg Events

Event Name Description

ivmid_ip_uc_received IP unicast frame received by router.

ivmid_ip_mc_received IP multicast frame received by router.

ivmid_ip_uc_routed IP unicast frame received and L3 forwarded by router.

ivmid_ip_mc_routed IP multicast frame received and L3 forwarded by router.

ivmid_ip_mc_rpf_discarded IP multicast frame received by router, but discarded due to MC RPF
check.

ivmid_ip_ttl_discarded IP multicast frame received by router, but discarded due to TTL <2.

ivmid_ip_acl_discarded IP frame received by router, but discarded by ACL rules in ANA_AC.

For counting of ingress router leg events, eight counter pairs are provided per router leg. Each pair
consists of a counter for IPv4 and a counter for IPv6, for a total of 16 counters that are available per
router leg.

For each of the eight counter pairs, an event mask can be configured to specify which of the Ingress
router leg events listed will trigger the counter. Each counter pair can be configured to count either bytes
or frames.
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An example usage of the counters is shown in the following table.

Table 92« Ingress Router Leg Statistics Example

Event Name
°
o
= o
S -
T8 .5 2 38
g 8 3 8 B 2 2
N
g| E| g| E| E| E| 8|
o o o o o o o
:;;;leF i B B B
rame 2 2 2 L2 L2 = 2
Reference = Counter Name (f) § § g § § § §
RFC 4293 iplfStatsinReceives f X X
RFC 4293 iplfStatsIinOctets b X X
RFC 4293 iplfStatsinForwDatagrams f X X
RFC 4293 iplfStatsinMcastPkts f X
RFC 4293 iplfStatsiInMcastOctets b X
RFC 4293 iplfStatsinHdrErrors f X
MC RPF discards f X
ACL discards f X

3.19.3.2 Egress Router Leg Statistics

The egress router leg statistics events generated by ANA_L3 are listed in the following table.

Table 93+ Egress Router Leg Events

Event Name Description

evmid_ip_uc_routed IP unicast frame L3 forwarded by router.
evmid_ip_mc_routed IP multicast frame L3 forwarded by router.
evmid_ip_mc_switched IP multicast frame L2 forwarded by switch.

evmid_ip_mc_ttl_discarded IP multicast frame discarded by router due to TTL value configured
for egress router leg. See VMID:VMID_MC:RLEG_IP4_MC_TTL and
VMID:VMID_MC:RLEG_IP6_MC_TTL.

evmid_ip_acl_discarded IP frame discarded by ACL rules in ANA_AC.

For counting of egress router leg events, eight counter pairs are provided per router leg. Each pair
consists of a counter for IPv4 and a counter for IPv6, for a total of 16 counters available per router leg.

For each of the eight counter pairs, an event mask can be configured to specify which of the events listed
in the following table will trigger the counter. Each counter pair can be configured to count either bytes or
frames.
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An example usage of the counters is shown in the following table.

Table 94« [Egress Router Leg Statistics Example

Event Name
o
- 2 %8
R
3% 3 2
g 2' 3, it
g| E| E| E| 8|
2 2 2 02 0o
Byte 5 o o o <
(b/)/Frame T EE E E
Reference = Counter Name (f) 2 2 2 2 2
RFC 4293 iplfStatsOutForwDatagrams f X X
RFC 4293 iplfStatsOutOctets b X X
RFC 4293 iplfStatsOutMcastPkts f X
RFC 4293 iplfStatsOutMcastOctets b X
Microsemi IP MC TTL discards f X
Microsemi ACL discards f X

3.19.3.3 LPM Statistics

3.19.4

3.20

For debugging purposes and usage monitoring, the VCAP includes a sticky bit per entry.

IGMP/MLD Snooping Switch

RFC4541 describes recommendations on how an IGMP/MLD snooping switch forwards IP Multicast
packets.

To implement the required data forwarding rules for an IGMP/MLD snooping switch, the VCAP IS2
lookup in ANA_ACL must be used.

For each IP multicast flow, the VCAP 1S2 lookup can be used to limit the forwarding within each VLAN
using the following key types:

*  IGMP snooping switch: IP4_VID

+  MLD snooping switch: IP6_VID

Both key types include SIP, DIP, and VID such that snooping switches can be supported for IGMPv3 and
MLDv2.

In the action of the VCAP rules, the following fields can be used to limit the forwarding.

*+  PORT_MASK. The ports to which the frame is forwarded within the VLAN.

*+  MASK_MODE. Should normally be set to 1 (AND_VLANMASK).

When IP multicast routing is combined with snooping, a lookup in VCAP 1S2 is made for each copy of the
IP multicast packet. The VID in each such lookup is the VID of the egress VLAN (of that copy). In order

for the VCAP rules to use the EVID in the IP4_VID/IP6_VID key, the second VCAP lookup must be used,
and ANA_ACL::\VCAP_S2_CFG.SEC_ROUTE_HANDLING_ENA must be set to 1.

VCAP IS2 Keys and Actions

VCAP 1S2 is part of ANA_ACL and enables access control lists using VCAP functionality. This section
provides detailed information about all available VCAP IS2 keys and actions.

For information about how to select which key to use and how the VCAP IS2 action is applied, see VCAP
IS2, page 161.
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3.20.1 VCAPIS2 Keys
VCAP IS2 supports a number of different keys that can be used for different purposes and frame types.
The keys are of type X4, X8, or X16 depending on the number of words each key uses. The keys are
grouped after size as shown in the following table.
Table 95+ VCAP I1S2 Keys and Sizes
Key Name Key Size Number of Words Key Type
IP4_VID 88 bits 4 words X4 type
MAC_ETYPE 271 bits 8 words X8 type
ARP 210 bits
IP4_TCP_UDP 283 bits
IP4_OTHER 274 bits
CUSTOM_2 284 bits
IP6_VID 284 bits
IP_7TUPLE 567 bits 16 words X16 type
CUSTOM_1 546 bits
The following table lists details for all VCAP IS2 keys and fields. When programming an entry in VCAP
I1S2, the associated key fields must be programmed in the listed order with the first field in the table
starting at bit O in the entry. As an example, for a MAC_ETYPE entry, the first field X8_TYPE must be
programmed at bits 3:0 of the entry, the second field FIRST must be programmed at bit 4, and so on.
Table 96+ VCAP IS2 Key Overview
w o
o g X o w -
> | W | = |
~ o T = o =
Qw oEFEO0OE250
> FOF > F K
<r|2 & ¢ <@ N2
Field Name Description Size a s%aadagdca
X8_TYPE X8 type. 4 X X X X X X
0: MAC_ETYPE
3:ARP
4: IP4_TCPUDP
5:1P4_OTHER
8: CUSTOM_2
9: IP6_VID
X16_TYPE X16 type. 2 X X
1: IP7_TUPLE
2: CUSTOM_1
FIRST Selects between entries relevant for first and 1 X X X X X X X X X
second lookup. Set for first lookup, cleared for
second lookup.
PAG Classified Policy Association Group (PAG). PAG 8 X X X X X X X X X

can be used to tie VCAP CLM lookups with VCAP
IS2 lookups. The default PAG value is configurable
per port in
ANA_CL:PORT:PORT_ID_CFG.PAG_VAL.
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Table 96« VCAP I1S2 Key Overview (continued)

IP4_OTHER

IP_7TUPLE

IP4_VID

% IMAC_ETYPE
IP4_TCP_UDP

% |CUSTOM_2
IP6_VID

% |CUSTOM_1

Field Name Description Size

IGR_PORT_MASK_SEL Mode selector for IGR_PORT_MASK. 2
0: Default setting.
1: Set for frames received from a loopback device,
i.e. LBK_DEV*.
2: Set for masqueraded frames if
ANA_ACL::VCAP_S2_MISC_CTRL.MASQ_IGR_
MASK_ENA == 1.
A masqueraded frame is identified by the following
criteria:
(IFH.FWD.DST_MODE == INJECT &&
IFH.SRC_PORT != physical src port)

> |ARP

x
x
x

(MISC.PIPELINE_ACT == INJ_MASQ)

3: Set for the following frame types:

3a: CPU injected frames and
ANA_ACL::VCAP_S2_MISC_CTRL.CPU_IGR_M
ASK_ENA == 1.

3b: Frames received from VDO or VD1 and
ANA_ACL::VCAP_S2_MISC_CTRL.VD_IGR_MA
SK_ENA == 1.

3c: Frame received on a loopback device and
ANA_ACL::VCAP_S2_MISC_CTRL.LBK_IGR_M
ASK_SEL3_ENA==1.

If a frame fulfills multiple of above criteria, then
higher value of IGR_PORT_MASK_SEL takes
precedence.

IGR_PORT_MASK Ingress port mask. 53 X X X X X X X

IGR_PORT_MASK_SEL == 0:
Each bit in the mask correspond to physical
ingress port.
IGR_PORT_MASK_SEL == 1:
Each bit in the mask correspond to the physical
port on which the frame was looped.
IGR_PORT_MASK_SEL == 2:
Each bit in the mask correspond to the
masqueraded port.
If IGR_PORT_MASK_SEL == 3:

Bit 0: Physical src port == CPUO

Bit 1: Physical src port == CPU1

Bit 2: Physical src port == VDO

Bit 3: Physical src port == VD1

Bits 4:9: Src port (possibly masqueraded or
looped)

Bits 44:48: IFH.MISC.PIPELINE_PT

Bits 49:51: IFH.MISC.PIPELINE_ACT

Bits 52: Reserved

L2_MC Set if frame’s destination MAC address is a 1 X X X X X X X
multicast address (bit 40 = 1).
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Table 96« VCAP 1S2 Key Overview (continued)
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Field Name Description Size o = EE iageag
L2_BC Set if frame’s destination MAC address is the 1 X X X X X X X
broadcast address (FF-FF-FF-FF-FF-FF).
SERVICE_FRM Set if classified ISDX > 0. 1 X X X X X X X
L2_FWD Set if the frame is allowed to be forwarded to front 1 X X X X X X
ports. L2_FWD can for instance be cleared due to
MSTP filtering or frame acceptance.
VLAN_TAGGED Set if frame was received with a VLAN tag. 1 X X X X X X X

VID For ISDX = 0 (non-service frames): Classified VID. 12 x x X X X X X X X
If

ANA_ACL::VCAP_S2_CFG.SEC_ROUTE_HAND

LING_ENA s set, VID is IRLEG VID for first lookup

and ERLEG VID for second lookup for routable

frames (L3_RT=1).

For ISDX > 0 (service frames): By default,
classified ISDX. When
ANA_ACL::VCAP_S2_MISC_CTRL.PAG_FORCE
_VID_ENA: s set, bit 7 in the PAG controls whether
VID or ISDX is used:

If PAG[7] = 0: Use classified ISDX.

If PAG[7] = 1: Use classified VID.

DEI

Classified DEI.

PCP

Classified PCP.

L3_SMAC_SIP_MATCH

Match found in SIP security lookup in ANA_L3.
See IP Source/Destination Guard, page 134.

L3_DMAC_DIP_MATCH

Match found in DIP security lookup in ANA_L3.
See IP Source/Destination Guard, page 134.

L3_RT

Set if frame has hit a router leg.

L2 DMAC

Destination MAC address.

48

L2_SMAC

Source MAC address.

48

ETYPE_LEN

Frame type flag indicating that the frame is
EtherType encoded.
Set if frame has EtherType >= 0x600.
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Field Name

Description

Size

IP4_OTHER

IP_7TUPLE

CUSTOM_2

IP4_VID
IP4_TCP_UDP
IP6_VID
CUSTOM_1

ARP

ETYPE

Frame’s EtherType
Overloading:

OAM Y.1731 frames: ETYPE[6:0] contains OAM
MEL flags, see below. OAM_Y1731 is setto 1 to
indicate the overloading of ETYPE.

OAM MEL flags:

Encoding of MD level/MEG level (MEL). One bit for
each level where lowest level encoded as zero.
The following keys can be generated:

MEL=0:
MEL=1:
MEL=2:
MEL=3:
: 0b0001111
MEL=5:
MEL=6:
MEL=7:
Together with the mask, the following kinds of rules

MEL=4

0b0000000
0b0000001
0b0000011
0b0000111

0b0011111
0b0111111
0b1111111

may be created:

- Exact match. Fx. MEL = 2: 0b0000011

- Below. Fx. MEL< = 4: 0b000XXXX

- Above. Fx. MEL> = 5: ObXX11111

- Between. Fx. 3< = MEL< = 5: 0b00XX111,
where 'X' means don't care.

16

> IMAC_ETYPE

IP4

Frame type flag indicating the frame is an IPv4

frame.

Set if frame is IPv4 frame (EtherType = 0x800 and

IP version = 4)

1

L2_PAYLOAD_ETYPE

Byte 0-7 of L2 payload after Type/Len field.

Overloading:

OAM Y.1731 frames (OAM_Y1731 = 1):
Bytes 0-3: OAM PDU bytes 0-3
Bytes 4-5: OAM_MEPID

Bytes 6-7: Unused.

64

L3_FRAGMENT

Set if IPv4 frame is fragmented (more fragments
flag = 1 or fragments offset > 0).

-

L3_FRAG_OFS_GTO

Set if IPv4 frame is fragmented but not the first
fragment (fragments offset > 0)

ARP_ADDR_SPACE_OK

Set if hardware address is Ethernet.

ARP_PROTO_SPACE_OK

Set if protocol address space is 0x0800.

ARP_LEN_OK

Set if Hardware address length = 6 (Ethernet) and
IP address length = 4 (IP).

—_

ARP_TARGET_MATCH

Target Hardware Address = SMAC (RARP).

ARP_SENDER_MATCH

Sender Hardware Address = SMAC (ARP).

—_
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Table 96« VCAP I1S2 Key Overview (continued)

IP4_OTHER

IP4_VID
MAC_ETYPE
IP4_TCP_UDP
CUSTOM_2
IP6_VID
IP_7TUPLE
CUSTOM _1

Field Name Description Size

ARP_OPCODE_UNKNOW  Set if ARP opcode is none of the below mentioned. 1
N

ARP_OPCODE ARP opcode. 2
Only valid if ARP_OPCODE_UNKNOWN is
cleared.
0: ARP request.
1: ARP reply.
2: RARP request.
3: RARP reply.

L3_OPTIONS Set if IPv4 frame contains options (IP len > 5). IP 1 X X
options are not parsed.

L3_TTL_GTO Set if IPv4 TTL/ IPv6 hop limit is greater than 0. 1 X X X
L3 TOS Frame’s IPv4/6 DSCP and ECN fields. 8 X X X

L3_IP4_DIP IPv4 frames: Destination IPv4 address. 32 X X X X
IPv6 frames: Source IPv6 address, bits 63:32.

L3 _IP4_SIP IPv4 frames: Source IPv4 address. 32 X X X X
IPv6 frames: Source IPv6 address, bits 31:0.

L3_IP6_DIP IPv6 frames: Destination IPv6 address. 128 X X
IPv4 frames: Bits 31:0: Destination IPv4 address.

L3_IP6_SIP IPv6 frames: Destination IPv6 address. 128 X X
IPv4 frames: Bits 31:0: Destination IPv4 address.
In addition, for IP_7TUPLE and IPv4 frames:
Bit 127: L3_FRAGMENT.
Bit 126: L3_FRAG_OFS_GTO.
Bit 125: L3_OPTIONS.

DIP_EQ_SIP Set if destination IP address is equal to source IP 1 X X X X
address.

L3_IP_PROTO IPv4 frames (IP4 = 1): IP protocol. 8 X
IPv6 frames (IP4 = 0): Next header.

TCP_UDP Frame type flag indicating the frame isa TCPor 1 X
UDP frame.
Set if frame is IPv4/IPv6 TCP or UDP frame (IP
protocol/next header equals 6 or 17).

> |ARP

x

TCP Frame type flag indicating the frame is a TCP 1 X X
frame.
Set if frame is IPv4 TCP frame (IP protocol = 6) or
IPv6 TCP frames (Next header = 6)

L4_DPORT TCP/UDP destination port. 16 X X
Overloading for IP_7TUPLE:
Non-TCP/UDP IP frames:
L4_DPORT = L3_IP_PROTO.

L4_SPORT TCP/UDP source port. 16 X X
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Table 96« VCAP 1S2 Key Overview (continued)
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Field Name Description Size o = Et: iageag
L4 _RNG Range mask. Range types: SPORT, DPORT, 8 X X
SPORT or DPORT, VID, DSCP, custom.
Input into range checkers is taken from classified
results (VID, DSCP) and frame (SPORT, DPORT,
custom).
SPORT_EQ_DPORT Set if TCP/UDP source port equals TCP/UDP 1 X X
destination port.
SEQUENCE_EQO Set if TCP sequence number is 0. 1 X X
L4_FIN TCP flag FIN. 1 X X
L4 _SYN TCP flag SYN. 1 X X
L4 RST TCP flag RST. 1 X X
L4 PSH TCP flag PSH. 1 X X
L4 _ACK TCP flag ACK. 1 X X
L4 URG TCP flag URG. 1 X X
L3_PAYLOAD Payload bytes after IP header. 96 X
IPv4: IPv4 options are not parsed so payload is
always taken 20 bytes after the start of the IPv4
header.
L4 PAYLOAD Payload bytes after TCP/UDP header. 64 X X
Overloading for IP_7TUPLE:
Non TCP/UDP frames (TCP_UDP = 0): Payload
bytes 0 — 7 after IP header. IPv4 options are not
parsed so payload is always taken 20 bytes after
the start of the IPv4 header for non TCP/UDP IPv4
frames.
OAM_CCM_CNTS_EQO Flag indicating if dual-ended loss measurement 1 X
counters in CCM frames are used.
This flag is set if the TxFCf, RxFCb, and TxFCb
counters are set to all zeros.
OAM_Y1731 Set if frame’s EtherType = 0x8902. If set, ETYPE 1 X
is overloaded with OAM MEL flags, See ETYPE.
CUSTOM1 57 bytes payload starting from current frame 456 X
pointer position, as controlled by VCAP CLM
actions.

Note that if frame_type==ETH, then payload is
retrieved from a position following the Ethernet
layer, for example, after DMAC, SMAC, 0 - 3
VLAN tags, and EtherType.

CUSTOM2 24 bytes payload from frame. Location in frame is 192 X
controlled by VCAP CLM actions.
Note that if frame_type==ETH, payload is retrieved
from a position following the Ethernet layer, for
example, after DMAC, SMAC, 0 — 3 VLAN tags
and EtherType.
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3.20.2 VCAP IS2 Actions

VCAP IS2 supports only one action, size 196 bits, which applies to all VCAP 1S2 keys. The action is
listed in the following table. When programming an action in VCAP 1S2, the associated action fields listed
must be programmed in the listed order with the first field in the table starting at bit 0 in the action.

Table 97« VCAP IS2 Actions

Action Name Description Size
IS_INNER_ACL Set if VCAP IS2 action belongs to ANA_IN_SW pipeline point. 1

PIPELINE_FORCE If set, use PIPELINE_PT unconditionally and set PIPELINE_ACT = NONE if 1
_ENA PIPELINE_PT == NONE. Overrules previous settings of pipeline point.

PIPELINE_PT Pipeline point used if PIPELINE_FORCE_ENA is set: 5
0: NONE
1: ANA_VRAP
2: ANA_PORT_VOE
3:ANA_CL
4: ANA _CLM
5:ANA_IPT_PROT
6: ANA_OU_MIP
7: ANA_OU_SW
8: ANA_OU_PROT
9: ANA_OU_VOE
10: ANA_MID_PROT
11: ANA_IN_VOE
12: ANA_IN_PROT
13: ANA_IN_SW
14: ANA_IN_MIP
15: ANA_VLAN
16: ANA_DONE

HIT_ME_ONCE If set, the next frame hitting the rule is copied to CPU using CPU_QU_NUM. 1
CPU_COPY_ENA overrules HIT_ME_ONCE implying that if CPU_COPY_ENAis also
set, all frames hitting the rule are copied to the CPU.

INTR_ENA If set, an interrupt is triggered when this rule is hit 1
CPU_COPY_ENA If set, frame is copied to CPU using CPU_QU_NUM. 1
CPU_QU_NUM CPU queue number used when copying to the CPU 3
CPU_DIS If set, disable extraction to CPU queues from previous forwarding decisions. Action 1
CPU_COPY_ENA is applied after CPU_DIS.
LRN_DIS If set, autolearning is disallowed. 1
RT_DIS If set, routing is disallowed. 1
POLICE_ENA If set, frame is policed by policer pointed to by POLICE_IDX. 1

Overloading: If cleared, POLICE_IDX can be used to select a new source IP address
from table ANA_ACL::SWAP_SIP when replacing IP addresses. See ACL_RT_MODE.

POLICE_IDX Selects policer index used when policing frames. 5
Overloading: If POLICE_ENA=0, selects source IP address when replacing IP addresses.

IGNORE_PIPELIN Ignore ingress pipeline control. This enforces the use of the VCAP IS2 action even when 1
E_CTRL the pipeline control has terminated the frame before VCAP 1S2.
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Table 97« VCAP IS2 Actions (continued)

Action Name Description Size

LOG_MSG_INT Controls logMessagelnterval when REW_CMDI5] = 1: 3
For multicast Delay_Resp frames, SWAP_MAC_ENA and LOG_MSG_INT encode a new
logMessagelnterval:

SWAP_MAC_ENA=0, LOG_MSG_INT=0: logMessagelnterval = 0
SWAP_MAC_ENA=0, LOG_MSG_INT=1: logMessagelnterval = 1

SWAP_MAC_ENA=0, LOG_MSG_INT=7: logMessagelnterval = 7
SWAP_MAC_ENA=1, LOG_MSG_INT=0: logMessagelnterval = -8
SWAP_MAC_ENA=1, LOG_MSG_INT=1: logMessagelnterval = -7

SWAP_MAC_ENA=1, LOG_MSG_INT=7: logMessagelnterval = —1

MASK_MODE Controls how PORT_MASK is applied. 3
0: OR_DSTMASK: Or PORT_MASK with destination mask.
1: AND_VLANMASK: And PORT_MASK with VLAN mask.
2: REPLACE_PGID: Replace PGID port mask from MAC table lookup by PORT_MASK.
3: REPLACE_ALL: Use PORT_MASK as final destination set replacing all other port
masks. Note that with REPLACE_ALL, the port mask becomes sticky and cannot be
modified by later processing steps.
4: REDIR_PGID: Redirect using PORT_MASK]7:0] as PGID table index. See
PORT_MASK for extra configuration options.
options. Note that the port mask becomes sticky and cannot be modified by subsequent
processing steps.
5: OR_PGID_MASK: Or PORT_MASK with PGID port mask from MAC table lookup.
6: Reserved.
7: Reserved.
The CPU port is untouched by MASK_MODE.

PORT_MASK Port mask applied to the forwarding decision. 55
MASK_MODE=4:
PORT_MASK[52]: SRC_PORT_MASK_ENA. If set, SRC_PORT_MASK is AND’ed with
destination result.
PORT_MASK[51]: AGGR_PORT_MASK_ENA. If set, AGGR_PORT_MASK is AND’ed
with destination result.
MASK_MODE=4:
PORT_MASK]50]: VLAN_PORT_MASK_ENA. If set, VLAN_PORT_MASK is AND’ed
with
destination result.
PORT_MASK]7:0]: PGID table index.

MIRROR_PROBE Mirroring performed according to configuration of a mirror probe. 2
0: No mirroring.
1: Mirror probe 0.
2: Mirror probe 1.
3: Mirror probe 2.
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Table 97« VCAP IS2 Actions (continued)

Action Name

Description Size

REW_CMD

REW_CMDI[1:0] - PTP command: 8
0: No command.

1: ONE-STEP update. Update PTP PDU according to ingress and egress port mode.

2: TWO-STEP stamping. Send frame untouched, but store ingress and egress time

stamps in the time stamp FIFO.

3: TIME-OF-DAY update. Fill system time-of-day into frame.

REW_CMDI[3:2] - Delay command:

0: No command.

1: Add configured egress delay for the egress port (REW::PTP_EDLY_CFG).
2: Add configured ingress delay for the ingress port (REW::PTP_IDLY1_CFG).
3: Add configured ingress delay for the ingress port (REW::PTP_IDLY2_CFG).

REW_CMD[5:4] - Sequence number and time stamp command:

0: No command.

1: Fill in sequence number and increment. Sequence number is selected by IFH.TSTAMP.
2: Enable Delay_Req/resp processing. This mode includes updating the
requestReceiptTimestamp with the ingress time stamp.

3: Enable Delay_Reg/resp processing. This mode excludes updating the
requestReceiptTimestamp.

Note that if REW_CMD[5] is set, REW_CMDI5:4] is cleared by ANA_ACL before passing
the REW_CMD action to the rewriter.

REW_CMDI6]: If set, set DMAC to incoming frame’s SMAC.
REW_CMDI7]: If set, set SMAC to configured value for the egress port.

TTL_UPDATE_ENA

If set, IPv4 TTL or IPv6 hop limit is decremented. 1
Overloading:

If ACL_RT_MODE[3]=1 (SWAPPING) and ACL_RT_MODE[2:0]=4, 5, 6, or 7, the IPv4

TTL or IPv6 hop limit is preset to value configured in ANA_ACL::SWAP_IP_CTRL.

SAM_SEQ_ENA

If set, ACL_RT_MODE only applies to frames classified as SAM_SEQ. 1
Overloading:

If ACL_RT_MODE=0x8 (replace DMAC): If set,
ANA_ACL::SWAP_IP_CTRL.DMAC_REPL_OFFSET_VAL controls number of bits in
frame’s DMAC, counting from MSB, to replace with corresponding bits in ACL_MAC.

TCP_UDP_ENA

If set, TCP/UDP ports are set to new values: DPORT = MATCH_ID, SPORT = 1
MATCH_ID_MASK.

MATCH_ID

Logical ID for the entry. The MATCH_ID is extracted together with the frame if the frame is 16
forwarded to the CPU (CPU_COPY_ENA). The result is placed in IFH.CL_RSLT.
Overloading: If TCP_UDP_ENA is set, MATCH_ID defines new DPORT.

MATCH_ID_MASK

Mask used by MATCH_ID. 16
Overloading:
If TCP_UDP_ENA is set, MATCH_ID defines new SPORT.

CNT_ID

Counter ID, used per lookup to index the 4K frame counters (ANA_ACL:CNT_TBL). 12
Multiple VCAP IS2 entries can use the same counter.

SWAP_MAC_ENA

Swap MAC addresses. 1
Overloading:

If REW_CMDI5]=1: For multicast Delay_Resp frames, SWAP_MAC_ENA and
LOG_MSG_INT encodes a new logMessagelnterval. See LOG_MSG_INT.
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VCAP IS2 Actions (continued)

Action Name

Description Size

ACL_RT_MODE

Controls routing updates in ANA_AC and how ACL_MAC is applied: 4
0: No change.

ACL_RT_MODE[3] = 0 (ROUTING mode):

ACL_RT_MODE[0] = 1: Enable Unicast routing updates in ANA_AC

ACL_RT_MODE([1] = 1: Enable Multicast routing updates in ANA_AC

ACL_RT_MODE[2] = 1: Enable overloading of ACL_MAC field.

ACL_RT_MODE]J3] = 1 (SWAPPING mode):

ACL_RT_MODE[2:0] encodes a SWAPPING sub-mode:

0: Replace DMAC.

1: Replace SMAC.

2: Swap MAC addresses. Replace SMAC if new SMAC is multicast.

3: Swap MAC addresses if DMAC is unicast. Replace SMAC if DMAC is multicast.

4: Swap MAC addresses. Replace SMAC if new SMAC is multicast. Swap IP addresses.
Replace SIP if new SIP is multicast.

5: Swap MAC addresses if DMAC is unicast. Replace SMAC if DMAC is multicast. Swap
IP addresses if DIP is unicast. Replace SIP if DIP is multicast.

6: Swap IP addresses. Replace SIP if new SIP is multicast.

7: Replace SMAC. Swap IP addresses. Replace SIP if new SIP is multicast.

Note that when replacing a MAC address, the new MAC address is taken from
ACL_MAC. When replacing a SIP, the new SIP is taken from
ANA_ACL::SWAP_SIP[POLICE_IDX].

ACL_MAC

MAC address used to replace either SMAC or DMAC based on ACL_RT_MODE. 48
Overloading:

ACL_RT_MODE]J3:2] = 1.

ACL_MACI0]: PORT_PT_CTRL_ENA - Overrule PORT_PT_CTRL.

ACL_MAC[6:1]: PORT_PT_CTRL_IDX - into ANA_AC_POL:PORT_PT_CTRL.
ACL_MACI16]: Enable use of ACL_MAC[26:17] as DLB policer index.

ACL_MACI26:17]: DLB policer index.

ACL_RT_MODE(@3) = 1:
MAC address used to replace either SMAC or DMAC based on ACL_RT_MODE.

PTP_DOM_SEL

PTP domain selector. PTP_DOM_SEL indexes the PTP configuration in 2
ANA_ACL:PTP_DOM used in Delay_Resp frames. See REW_CMD.

3.21

Analyzer Access Control Lists

The analyzer access control list (ANA_ACL) block performs the following tasks.

Controls the VCAP IS2 lookups in terms of key selection, evaluation of range checkers, and control
of specific VCAP 1S2 key fields such as IGR_PORT_MASK_SEL and VID.

Generates VCAP 1S2 keys and execute the two lookups.

Updates VCAP IS2 statistics based on match results.

Assigns actions from VCAP 1S2 matching or default actions when there is no match.

Controls routing-related frame rewrites.

The following sections provides specific information about each of these tasks.
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Each frame is classified to one of nine overall VCAP 1S2 frame types. The frame type determines which
VCAP IS2 key types are applicable and controls which frame data to extract.

Table 98« VCAP IS2 Frame Types

Frame Type

Condition

IPv6 multicast frame

The Type/Len field is equal to 0x86DD.

The IP version is 6.

The destination IP address is a multicast address (FF00::/8).
Special IPv6 frames:

*IPv6 TCP frame: Next header is TCP (0x6).

*IPv6 UDP frame: Next header is UDP (0x11).

IPv6 Other frame: Next header is neither TCP nor UDP.

IPv6 unicast frame

The Type/Len field is equal to 0x86DD.

The IP version is 6.

The destination IP address is not a multicast address.
Special IPv6 frames:

*IPv6 TCP frame: Next header is TCP (0x6).

*IPv6 UDP frame: Next header is UDP (0x11).

*IPv6 Other frame: Next header is neither TCP nor UDP

IPv4 multicast frame

The Type/Len field is equal to 0x800.

The IP version is 4.

The destination IP address is a multicast address (224.0.0.0/4).
Special IPv4 frames:

IPv4 TCP frame: IP protocol is TCP (0x6).

*IPv4 UDP frame: IP protocol is UDP (0x11).

IPv4 Other frame: IP protocol is neither TCP nor UDP.

IPv4 unicast frame

The Type/Len field is equal to 0x800.

The IP version is 4.

The destination IP address is not a multicast address.
Special IPv4 frames:

*IPv4 TCP frame: IP protocol is TCP (0x6).

*IPv4 UDP frame: IP protocol is UDP (0x11).

*IPv4 Other frame: IP protocol is neither TCP nor UDP.

(R)ARP frame The Type/Len field is equal to 0x0806 (ARP) or 0x8035 (RARP).
OAM Y.1731 frame The Type/Len field is equal to 0x8902 (ITU-T Y.1731).
SNAP frame The Type/Len field is less than 0x600.
The Destination Service Access Point field, DSAP is equal to OxAA.
The Source Service Access Point field, SSAP is equal to OxAA.
The Control field is equal to 0x3.
LLC frame The Type/Len field is less than 0x600
The LLC header does not indicate a SNAP frame.
ETYPE frame The Type/Len field is greater than or equal to 0x600, and the Type field

does not indicate any of the previously mentioned frame types, that is,
ARP, RARP, OAM, IPv4, or IPv6.

Some protocols of interest do not have their own frame type but are included in other mentioned frame
types. For instance, Precision Time Protocol (PTP) frames are handled by VCAP IS2 as either ETYPE
frames, IPv4 frames, or IPv6 frames. The following encapsulations of PTP frames are supported:

*  PTP over Ethernet: ETYPE frame with Type/Len = Ox88F7.
*  PTP over UDP over IPv4: IPv4 UDP frame with UDP destination port numbers 319 or 320.
*  PTP over UDP over IPv6: IPv6 UDP frame with UDP destination port numbers 319 or 320.
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Specific PTP fields are contained in eight bytes of payload extracted after either the EtherType for PTP
over Ethernet or in eight bytes of payload after the UDP header for IPv4/IPv6 frames.

3.21.1.1 Port Configuration and Key Selection

This section provides information about special port configurations that control the key generation for
VCAP IS2.

The following table lists the registers associated with port configuration for VCAP [S2.

Table 99 « Port Configuration of VCAP 1S2

Register Description Replication
ANA_ACL:PORT:VCAP_S2_KEY_SEL Configuration of the key selection for the VCAP IS2  Per port per lookup
ANA_ACL::VCAP_S2 CFG Enabling of VCAP 1S2 lookups. Per port per lookup

Each of the two lookups in VCAP 1S2 must be enabled before use (VCAP_S2_CFG.SEC_ENA) for a key
to be generated and a match to be used. If a lookup is disabled on a port, frames received by the port are
not matched against rules in VCAP IS2 for that lookup.

Each port controls the key selection for each of the two lookups in VCAP 1S2 through the
VCAP_S2_KEY_SEL register. For some frame type (OAM Y.1731, SNAP, LLC, EYTYPE) the key
selection is given as only the MAC_ETYPE key can be used. For others frame types (ARP and IP)
multiple keys can be selected from. The following table lists the applicable key types available for each
frame type listed in Table 98, page 161.

Table 100« VCAP IS2 Key Selection

Frame Type Applicable VCAP IS2 keys
IPv6 multicast frames IP6_VID
IP_7TUPLE
MAC_ETYPE
IPv6 unicast frames IP_7TUPLE
MAC_ETYPE
IPv4 multicast frames IP4_VID
IP_7TUPLE
IP4_TCP_UDP
IP4_OTHER
MAC_ETYPE
IPv4 unicast frames IP_7TUPLE
IP4_TCP_UDP
IP4_OTHER
MAC_ETYPE
(R)ARP frames ARP
MAC_ETYPE
OAM Y.1731 frames MAC_ETYPE
SNAP frames MAC_ETYPE
LLC frames MAC_ETYPE
ETYPE frames MAC_ETYPE

Note: The key selection is overruled if VCAP CLM instructs the use of a custom key, where data from the frame
is extracted at a VCAP CLM-selected point. For more information, see VCAP IS2 Custom Keys,
page 163.

For information about VCAP 1S2 keys and actions, see VCAP 1S2 Keys and Actions, page 150.
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VCAP IS2 Custom Keys

VCAP 1S2 supports two custom keys, CUSTOM_1 and CUSTOM_2. Custom keys extract raw data from
the frame at one selectable location. The custom keys enable matching against protocol fields not
supported by other VCAP IS2 keys. The use of the custom keys must be enabled through a VCAP CLM
FULL action using CUSTOM_ACE_ENA and CUSTOM_ACE_OFFSET.

CUSTOM_1 extracts 57 consecutive bytes of data from the frame and CUSTOM_2 extracts 24
consecutive bytes of data from the frame. The data is extracted at one of four different positions in the
frame. For frames of frame_type ETH (IFH.TYPE_AFTER_POP), the positions are defined as:

» Link layer. Corresponds to first byte in DMAC.

» Link layer payload. Corresponds to first byte in L3, after VLAN tags and EtherType.
* Link layer payload plus 20 bytes. Corresponds to first byte in L4 for IPv4 frame.

* Link layer payload plus 40 bytes. Corresponds to first byte in L4 for IPv6 frame.

For frames of frame_type CW, the first link layer position is not available. The positions are defined as:

» Link layer payload. Corresponds to first byte in control word for non-IP frames and first byte in IP
header for IP frames.

» Link layer payload plus 20 bytes. Corresponds to first byte in L4 for IPv4 frame.

»  Link layer payload plus 40 bytes. Corresponds to first byte in L4 for IPv6 frame.

VCAP IS2 Range Checkers

The following table lists the registers associated with configuring VCAP 1S2 range checkers.

Table 101 « VCAP IS2 Range Checker Configuration

Register Description Replication
ANA_ACL::VCAP_S2_RNG_CTRL Configuration of the range checker types Per range checker
ANA_ACL::VCAP_S2_RNG_VALUE_CFG Configuration of range start and end points Per range checker

ANA_ACL::VCAP_S2_RNG_OFFSET_CFG Offset into frame when using a range checker None

based on selected value from frame

Eight global VCAP IS2 range checkers are supported by the IP4_TCP_UDP and IP_7TUPLE keys. All
frames using these keys are compared against the range checkers and a 1-bit range “match/no match”
flag is returned for each range checker. The combined eight match/no match flags are used in the

L4 RNG key field. So, it is possible to include for example ranges of DSCP values and/or ranges of TCP
source port numbers in the ACLs.

Note, VCAP CLM also supports range checkers but they are independent of the VCAP 1S2 range
checkers.

The range key is generated for each frame based on extracted frame data and the configuration in
ANA_ACL::VCAP_S2_RNG_CTRL. Each of the eight range checkers can be configured to one of the
following range types:

+  TCP/UDP destination port range
Input to the range is the frame’s TCP/UDP destination port number.
Range is only applicable to TCP/UDP frames.
«  TCP/UDP source port range
Input to the range is the frame’s TCP/UDP source port number.
Range is only applicable to TCP/UDP frames.
+  TCP/UDP source and destination ports range. Range is matched if either source or destination port
is within range.
Input to the range are the frame’s TCP/UDP source and destination port numbers.
Range is only applicable to TCP/UDP frames.
+ VIDrange
Input to the range is the classified VID.
Range is applicable to all frames.
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+ DSCP range
Input to the range is the classified DSCP value.
Range is applicable to IPv4 and IPv6 frames.

+  Selected frame field range
Input to the range is a selected 16-bit wide field from the frame. The field is selected using the offset
value configured in ANA_ACL::\VCAP_S2_RNG_OFFSET_CFG. The offset starts at the Type/Len
field in the frame after up to 3 VLAN tags have been skipped. Note that only one selected value can
be configured for all eight range checkers.
Range is applicable to all frames.

Range start points and range end points are configured in ANA_ACL::VCAP_S2_RNG_VALUE_CFG
with both the start point and the end point being included in the range. A range matches if the input value
to the range (for instance the frame’s TCP/UDP destination port) is within the range defined by the start
point and the end point.

Miscellaneous VCAP IS2 Key Configurations

The following table lists the registers associated with configuration that control the specific fields in the
VCAP IS2 keys.

Table 102 « Other VCAP IS2 Key Configurations

Register

Description Replication

ANA_ACL:VCAP_S2 CFG.SEC_ROUTE_HA Enables use of IRLEG VID and ERLEG VID  Per port
NDLING_ENA instead of classified VID.

ANA_ACL:VCAP_S2:VCAP_S2_MISC_CTRL Configuration of IGR_PORT_MASK_SEL and None

IGR_PORT_MASK.

3.211.5

By default, the field VID contains the frame’s classified VID for both VCAP 1S2 lookups. Routable frames
(determined by ANA_L3) with field L3_RT=1, can be configured
(ANA_ACL::VCAP_S2_CFG.SEC_ROUTE_HANDLING_ENA) to use the IRLEG VID for the first lookup
in VCAP IS2 and ERLEG VID for the second lookup. This enables ACL rules that apply to the ingress
router leg and ACL rules that apply to the egress router leg. The IRLEG VID and ERLEG VID are
provided by ANA_L3.

All VCAP 1S2 keys except IP4_VID and IP6_VID contain the field IGR_PORT_MASK_SEL and
IGR_PORT_MASK. For frames received on a front port, IGR_PORT_MASK_SEL is set to 0 and the bit
corresponding to the frame’s physical ingress port number is set in IGR_PORT_MASK. The following
lists some settings for frames received on other interfaces and how this can be configured through
register VCAP_S2_MISC_CTRL:

* Loopback frames. By default, IGR_PORT_MASK_SEL = 1 and IGR_PORT_MASK has one bit set
corresponding to the physical port which the frame was looped on. Optionally use
IGR_PORT_MASK_SEL = 3.

* Masqueraded frames. By default, IGR_PORT_MASK_SEL=0 and IGR_PORT_MASK has one bit
set corresponding to the masquerade port. Optionally, use IGR_PORT_MASK_SEL = 2.

+  Virtual device frames. By default, IGR_PORT_MASK_SEL=0 and IGR_PORT_MASK has one bit
set corresponding to the original physical ingress port. Optionally use IGR_PORT_MASK_SEL = 3.

+  CPU injected frames. By default, IGR_PORT_MASK_SEL = 0 and IGR_PORT_MASK has none
bits set. Optionally use IGR_PORT_MASK_SEL = 3.

For more information about the contents of IGR_PORT_MASK_SEL and IGR_PORT_MASK, see VCAP
IS2 Key Overview, page 151.

Processing of VCAP IS2 Actions

VCAP IS2 returns an action for each enabled VCAP IS2 lookup. If the lookup matches an entry in VCAP
I1S2 then the associated action is returned. A default action is returned when no entries are matched. The
first VCAP IS2 lookup returns a default action per physical ingress port while the second VCAP 1S2
lookup returns a common default action. There is no difference between an action from a match and a
default action.
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VCAP IS2 contains 58 default actions that are allocated the following way:

*  0-52: Per ingress port default actions for first lookup.

* 53, 54: Per CPU port (CPUO and CPU1) default actions for first lookup.
» 55, 56: Per virtual device (VDO and VD1) default actions for first lookup.
*  57: Common default action for second lookup.

Each of the two VCAP IS2 actions (from first and second lookups) can be processed either at the pipeline

point ANA_OU_SW or at pipeline point ANA_IN_SW. This is controlled by VCAP IS2 action
IS_INNER_ACL. The order of processing is given as:

Process first action if the first’s action IS_INNER_ACL is 0.
Process second action if the second’s action IS INNER_ACL is 0.
Process first action if the first's action IS_INNER_ACL is 1.
Process second action if the second’s action IS_INNER_ACL is 1.

PON~

This implies that the second action can be processed in ANA_OU_SW pipeline point and the first action
can be processed in ANA_IN_SW pipeline point, or vice versa. Both actions can also be placed at the
same pipeline point in which case the first action is processed before the second.

Processing of each action obeys the frame’s current pipeline information (pipeline point and pipeline
action). For instance if the frame has been redirected at pipeline point ANA_CLM then neither of the
VCAP IS2 actions are applied. However, VCAP 1S2 action IGNORE_PIPELINE_CTRL can overrule this.

Furthermore, frame processing between pipeline points ANA_OU_SW and ANA_IN_SW such as OAM
filtering or protection switching can influence the processing of the VCAP IS2 actions so that only an
action belonging to pipeline point ANA_OU_SW is processed.

The following table lists how the two VCAP IS2 action are combined when both VCAP 1S2 actions are
processed. For most cases, the processing is sequential, meaning that if both actions have settings for
the same (for instance MIRROR_PROBE), the second processing takes precedence. Others are sticky
meaning they cannot be undone by the second processing if already set by the first.

Table 103 « Combining VCAP IS2 Actions
Action name Combining actions
IS INNER_ACL Processed individually for each action.

PIPELINE_FORCE_ENA  Processed individually for each action. Second processing uses the result from the first

processing which can prevent its processing if the pipeline information from first
processing disables the second processing.

PIPELINE_PT See PIPELINE_FORCE_ENA.

HIT_ME_ONCE Sticky.

INTR_ENA Sticky.

CPU_COPY_ENA Sticky.

CPU_QU_NUM Sticky (each action can generate a CPU copy and based on configuration in

ANA_AC:PS_COMMON:CPU_CFG.ONE_CPU_COPY_ONLY_MASK, both copies can
be sent to CPU).

CPU_DIS Processed individually for each action. Second processing may clear CPU copy from
first processing.

LRN_DIS Sticky.

RT_DIS Sticky.

POLICE_ENA Sticky.

POLICE_IDX Second action takes precedence when POLICE_ENA is set.

IGNORE_PIPELINE_CTRL Processed individually for each action.

LOG_MSG_INT Second action takes precedence when LOG_MSG_INT > 0.
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Table 103 « Combining VCAP IS2 Actions (continued)

Action name

Combining actions

MASK_MODE Processed individually for each action. Second processing uses the result from the first
processing. (If the first processing is sticky, the second processing is not applied).
MASK_MODE is sticky for the following values:
3: REPLACE_ALL
4: REDIR_PGID
6: VSTAX

PORT_MASK See MASK_MODE.

MIRROR_PROBE Second action takes precedence when MIRROR_PROBE > 0.

REW_CMD Second action takes precedence same functions are triggered by both actions. If

different functions are used, both are applied.

TTL_UPDATE_ENA

Second action takes precedence when same function is triggered by both actions. If
different functions are used, both are applied.

SAM_SEQ_ENA Second action takes precedence when same function is triggered by both actions. If
different functions are used, both are applied.

TCP_UDP_ENA Second action takes precedence when TCP_UDP_ENA is set.

MATCH_ID Processed individually for each action. Second processing uses the result from the first

processing.

MATCH_ID_MASK

Processed individually for each action. Second processing uses the result from the first
processing.

CNT_ID Processed individually for each action. Two counters are updated, one for each action.

SWAP_MAC_ENA Sticky.

ACL_RT_MODE Second action takes precedence when same function is triggered by both actions. If
different functions are used, both are applied.

ACL_MAC Second action takes precedence when same function is triggered by both actions. If
different functions are used, both are applied.

PTP_DOM_SEL Second action takes precedence when PTP_DOM_SEL > 0.

3.21.1.6 VCAP IS2 Statistics and Diagnostics

The following table lists the registers associated with VCAP |S2 statistics and diagnostics.

Table 104 « VCAP IS2 Statistics and Diagnostics

Register Description Replication
ANA_ACL::SEC_LOOKUP_STICKY  Sticky bits for each key type used in VCAP 1S2. Per lookup
ANA ACL::CNT VCAP IS2 match counters. Indexed with VCAP 1S2 action 1,024

CNT_ID.

Each key type use in a lookup in VCAP IS2 triggers a sticky bit being set in
ANA_ACL::SEC_LOOKUP_STICKY. A sticky bit is cleared by writing.

Each action returned by VCAP 1S2 triggers one of 1,024 counters (ANA_ACL::CNT) to be incremented.
This applies to both actions from matches and default actions. The index into the counters is provided by
VCAP 1S2 action CNT_ID. The CNT_ID is fully flexible meaning multiple actions can point to the same
counter. The counters are writable so they can be preset to any value. A counter is cleared by writing 0.

3.21.1.7 Routing Statistics

If a routed frame is discarded by a VCAP IS2 rule it is configurable how the frame is counted in terms of
ingress and egress router leg statistics.

VMDS-10492 VSC7440 Datasheet Revision 4.2 166



Functional Descriptions

3.21.2

3.21.2.1

& Microsemi

a A8\ MicrocHiP company

If the frame is discarded by the first VCAP 1S2 lookup, it is selectable whether to count the frame in the
ingress router leg statistics (ANA_ACL::VCAP_S2_MISC_CTRL.ACL_RT_IGR_RLEG_STAT_MODE).
The frame is never counted by the egress router leg statistics.

If the frame is discarded by the second VCAP IS2 lookup, it is selectable whether to count the frame in
the egress router leg statistics
(ANA_ACL::VCAP_S2_MISC_CTRL.ACL_RT_EGR_RLEG_STAT_MODE). The frame is always
counted by the ingress router leg statistics.

Analyzer Access Control List Frame Rewriting
The ANA_ACL block supports various frame rewrite functions used in routing and PTP.

When rewriting in the ANA_ACL block, ingress mirroring with an exact mirror copy of the incoming frame
is no longer possible, because any rewrites are also reflected in the mirror copy.

Address Swapping and Rewriting

VCAP IS2 actions can trigger frame rewrites in the ANA_ACL block with focus on MAC addresses, IP
addresses, TCP/UDP ports as well as IPv4 TTL and IPv6 hop limit.

The following table lists the registers associated with address swapping and rewriting capabilities in
ANA_ACL.

Table 105+ ANA_ACL Address Swapping and Rewriting Registers

Register

Description Replication

ANA_ACL::SWAP_SIP IP table with 32 IPv4 addresses or 8 IPv6 addresses. Provides new 32

source IP address when swapping IP addresses in frame with
multicast destination IP address.

ANA_ACL::SWAP_IP_CTRL Controls IPv4 TTL and IPv6 hop limit values. Controls number of bits None

to replace in DMAC.

VCAP 1S2 action ACL_RT_MODE can enable the following rewrite modes:

* Replace DMAC. The frame’s DMAC is replaced with the MAC address specified in VCAP 1S2 action
ACL_MAC. It is selectable to only replace part of the DMAC (for instance the OUI only). This is
enabled with VCAP 1S2 action REW_CMDI[9], and the number of bits to replace is set in
ANA_ACL::SWAP_IP_CTRL.DMAC_REPL_OFFSET_VAL.

*+ Replace SMAC. The frame’s SMAC is replaced with the MAC address specificed in VCAP 1S2
action ACL_MAC.

» Swap MAC addresses and replace SMAC if MC. The frame’s MAC addresses are swapped. If the
new SMAC is a multicast MAC, it is replaced with the MAC address specificed in VCAP 1S2 action
ACL_MAC.

+ Swap MAC addresses if UC else replace SMAC if MC. The frame’s MAC addresses are swapped
if the frame’s DMAC is unicast. Otherwise, the frame’s SMAC is replaced with the MAC address
specificed in VCAP 1S2 action ACL_MAC.

+ Swap MAC and IP addresses and replace SIP and SMAC if MC. The frame’s MAC addresses are
swapped and the frame’s IP addresses are swapped. If the new SMAC is a multicast MAC, it is
replaced with the MAC address specificed in VCAP IS2 action ACL_MAC. If the new SIP is a
multicast, it is replaced with an IP address from the IP address table ANA_ACL::SWAP_SIP.

+ Swap MAC and IP addresses if UC else replace SIP and SMAC if MC. The frame’s MAC
addresses are swapped if the frame’s DMAC is unicast. Otherwise, the frame’s SMAC is replaced
with the MAC address specificed in VCAP IS2 action ACL_MAC. The frame’s IP addresses are
swapped if the frame’s DIP is unicast. Otherwise, the frame’s SIP is replaced with an IP address
from the IP address table ANA_ACL::SWAP_SIP.

+ Swap IP addresses and replace SIP if MC. The frame’s IP addresses are swapped. If the new SIP
is a multicast, it is replaced with an IP address from the IP address table ANA_ACL::SWAP_SIP.

* Replace SMAC, swap IP addresses, and replace SIP if MC. The frame’s SMAC is replaced with
the MAC address specificed in VCAP 1S2 action ACL_MAC. The frame’s IP addresses are swapped.
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If the new SIP is a multicast, it is replaced with an IP address from the IP address table
ANA_ACL::SWAP_SIP.

The IP address table (ANA_ACL::SWAP_SIP) used by some of the above mentioned modes is indexed
using VCAP IS2 action POLICE_IDX (VCAP IS2 action POLICE_ENA must be 0). The IP address table
can contain 32 |IPv4 addresses or 8 IPv6 addresses.

When swapping IP addresses or replacing the source IP address, it is also possible to preset the IPv4
TTL or the IPv6 hop limit. This is enabled by VCAP IS2 action TTL_UPDATE_ENA. The new TTL value
for IPv4 frames is configured in ANA_ACL::SWAP_IP_CTRL.IP_SWAP_IP4_TTL_VAL and the new hop
limit value for IPv6 frames is configured in ANA_ACL::SWAP_IP_CTRL.IP_SWAP_IP4_TTL_VAL.

IPv4 and IPv6 TCP/UDP frames have the option to replace the source and destination port numbers with
new values. This is enabled through VCAP 1S2 action TCP_UDP_ENA and new port numbers are
provided by VCAP 1S2 action MATCH_ID and MATCH_ID_MASK.

The IPv4 header checksum is updated whenever required by above mentioned frame rewrites. The UDP
checksum is updated whenever required for IPv6 frames and cleared for IPv4 frames.

3.21.2.2 Routing in ANA_ACL

The following table lists the registers associated with routing capabilities in ANA_ACL.

Table 106 « ANA_ACL Routing Registers

Register Description Replication
ANA _ACL::VCAP_S2 MISC CTRL.ACL RT_SEL Enable routing related frame rewrites in None

ANA_ACL
ANA_ACL::VCAP_S2_MISC_CTRL.ACL_RT_UPDATE_ Enable use of egress router leg as VSl in None
GEN_IDX_ERLEG_ENA rewriter.

ANA_ACL::VCAP_S2_MISC_CTRL.ACL_RT_UPDATE_ Enable use of egress VID as VSl in rewriter. None
GEN_IDX_EVID_ENA

If PTP and routing is to be supported concurrently, then some routing related frame rewrites must be
done in ANA_ACL instead of in the rewriter. This is enabled in
ANA_ACL::VCAP_S2_MISC_CTRL.ACL_RT_SEL or by setting VCAP IS2 action ACL_RT_MODE.
When enabled, the frame’s DMAC is changed to the next-hop MAC address specificed by ANA_L3 and
the rewriter is informed not to rewrite the DMAC. The following classification results used by the rewriter
are changed when routing in ANA_ACL:

+  The frame’s classified VID is set to the egress VID.

+ The frame’s classified VSl is optionally set to the egress router leg
(ANA_ACL::VCAP_S2_MISC_CTRL.ACL_RT_UPDATE_GEN_IDX_ERLEG_ENA) or the egress
VID (ANA_ACL::VCAP_S2 MISC_CTRL.ACL_RT_UPDATE_GEN_IDX_EVID_ENA)

In addition, ANA_L3 must be setup to change the source MAC address with the address belonging to the

egress router leg (ANA_L3::ROUTING_CFG.RT_SMAC_UPDATE_ENA). The IPv4 TTL or IPv6 hop limit

is still decremented by the rewriter.

3.21.2.3 PTP Delay_Reg/Resp Processing

VCAP 1S2 actions can trigger PTP Delay_Req/resp processing where an incoming Delay_Req frame is
terminated and a Delay_Resp frame is generated with appropriate PTP updates.

The following table lists the registers associated with PTP processing and rewriting capabilities in
ANA_ACL.

Table 107 « ANA_ACL PTP Processing and Rewriting Registers

Register Description Replication

ANA_ACL:PORT:PTP_CFG PTP time domain configuration and PTP Per port
portNumber configuration used in portldentity.
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Table 107 « ANA_ACL PTP Processing and Rewriting Registers (continued)

Register Description Replication

ANA_ACL::PTP_MISC_CTRL Enable Delay_Reg/resp processing. None
Enable logMessagelnterval update for multicast
Delay_Resp frames.

ANA_ACL:PTP_DOM:PTP_CLOCK_ID_MSB PTP clockldentity used in portldentity. Per PTP domain
ANA_ACL:PTP_DOM:PTP_CLOCK_ID_LSB PTP clockldentity used in portldentity. Per PTP domain
ANA_ACL:PTP_DOM:PTP_SRC_PORT_CFG PTP portNumber used in portldentity. Per PTP domain

Configuration of whether to use fixed portNumber
or per-port portNumber.

ANA_ACL:PTP_DOM:PTP_MISC_CFG Configuration of flagField with associated mask. Per PTP domain
The PTP domain is specified with VCAP |S2
action PTP_DOM_SEL.

VCAP IS2 action REW_CMD defines the Delay_Reg/Resp processing mode where two modes exist:

*  Generate Delay_Resp from Delay Req frame and update the receiveTimestamp in the PTP header
with the ingress PTP time stamp. Use the time stamp from the configured time domain
(ANA_ACL:PORT:PTP_CFG.PTP_DOMAIN). This time domain must match the selected time
domain on the ingress port (DEVxx::PTP_CFG.PTP_DOM)

*  Generate Delay_Resp from Delay Req frame and do not update the receiveTimestamp.

In addition to the VCAP IS2 action, the Delay_Reqg/Resp processing must also be enabled in ANA_ACL
(ANA_ACL::PTP_MISC_CTRL.PTP_ALLOW_ACL_REW_ENA).

In addition to updating the receiveTimestamp, the following PTP header modifications are done
independently of the Delay_Req/Resp processing mode:

* messageType. The PTP messageType is set to 0x9 (Delay_Resp)

* messagelLength. The PTP messagelength is set to 0x54 and the frame is expanded with 10 bytes
to accomodate the requestingPortldentity. If the frame expands beyond 148 bytes, then the frame is
discarded.

For PTP frames carried over UDP, the UDP length is increased with 10 bytes. It is mandatory that
the original UDP length is 44 bytes. For PTP frames carried over IPv4, the IP total length is
increased with 10 bytes.

« flagField. Selected bits in the PTP flagField can be reconfigured using the per-PTP domain
configured flagField and flagField mask (ANA_ACL:PTP_DOM:PTP_MISC_CFG).

The PTP domain is selected using VCAP IS2 action PTP_DOM_SEL.
+ sourcePortldentity. The sourcePortldentity is constructed using a 64-bit clockldentity and a 16-bit
portNumber. The clockldentity is configurable per-PTP domain.

By default, the portNumber is set to a per-PTP domain configured value. In addition, it is selectable
to overwrite the six least significant bits with a per-port configured value.

The PTP domain is selected using VCAP IS2 action PTP_DOM_SEL.

« controlField. The PTP controlField is set to 0x3.

* logMessagelnterval. The PTP logMessagelnterval can be specified for multicast frames only with
new values ranging from —8 through 7. The new value is configured using VCAP IS2 actions
SWAP_MAC_ENA and LOG_MSG_INT.

This update can be globally disabled in
ANA_ACL::PTP_MISC_CTRL.PTP_DELAY_REQ_MC_UPD_ENA.
* requestingPortldentity. This fields is set to the incoming frame’s sourcePortldentity.
For PTP frames carried over UDP, any PTP header modifications trigger the UDP checksum to be
updated for IPv6 frames and to be cleared for IPv4 frames.
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In addition to the PTP header modifications, address swapping and rewriting can also be enabled for
PTP frames. For PTP carried over UDP it can be useful to also swap MAC addresses, swap IP
addresses, change UDP port numbers, and preset the IPv4 TTL or IPv6 hop limit.

Analyzer Layer 2 Forwarding and Learning
The analyzer Layer 2 (ANA_L2) block performs the following tasks:

»  Determining forwarding decisions

»  Tracking network stations and their MAC addresses through learning and aging
+  Tracking and setting limits for number station learned per FID/ports

+  Scanning and updating the MAC table

The analyzer Layer 2 block makes a forwarding decision based on a destination lookup in the MAC table.
The lookup is based on the received Destination MAC address together with either the classified VID for
multicast traffic or the classified FID for unicast traffic. If an entry is found in the MAC table lookup, the
associated entry address is used for selecting forwarding port or ports. A flood forwarding decision is
made if no entry is found and forwarding to unknown destinations is permitted
(ANA_L3:VLAN:VLAN_CFG.VLAN_SEC_FWD_ENA).

The analyzer Layer 2 block performs a source lookup in the MAC table to determine if the source station
is known or unknown by looking at if there is an entry in the MAC table. If a MAC table entry exists, a port
move detection is performed by looking at whether the frame was received at the expected interface
specified. The source check can trigger the following associated actions.

« Disabling forwarding from unknown or moved stations

«  Triggering automated learning

»  Sending copy to CPU

If the source station is known, the entry AGE_FLAG is cleared to indicate that source associated with the
entry is active. The AGE_FLAG is part of the aging functionality to remove inactive MAC table entries.
For more information, see Automated Aging (AUTOAGE), page 183.

The following subsections further describe the main analyzer Layer 2 blocks.

Analyzer MAC Table

The analyzer Layer 2 block contains a MAC table with 16,384 entries containing information about
stations learned or known by the device. The table is organized as a hash table with four buckets on each
row. Each row is indexed based on a hash value calculated based on the station’s (FID, MAC) pair.

The filtering ID (FID) used is either the FID from the VLAN table if a unicast MAC is looked up or else it is
the classified VID. It is possible to enforce use of FID for multicast (ANA_L3:COMMON:SERVICE_CFG).

MAC table organization is depicted in the following illustration.
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Figure 37« MAC Table Organization
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3.22.1.1 MAC Entry Table

Each entry in the MAC table contains the fields listed in the following table.

Table 108 « MAC Table Entry

Field Bits Description

VLD 1 Entry is valid.

MAC 48 The MAC address of the station. (Part of primary key).

FID 13 VLAN filtering identifier (FID) unicast C-MAC entries. VLAN identifier (VID) for multicast C-
MAC entries. (Part of primary key).

LOCKED 1 Lock the entry as static. Note: Locking an entry will prevent hardware from changing
anything but the AGE_FLAG in the entry.

MIRROR 1 Frames from or to this station are candidate for mirroring.

AGE_FLAG 2 The number of loopbackaging periods that have taken place since the last frame was
received from this station. Incremented by hardware during a CPU SCAN and AUTOAGE
SCAN for the entry configured AGE_INTERVAL.

AGE_INTERVAL 2 Used to select which age timer is associated with the entry.

NXT_LRN_ALL 1 Used to ensure consistent MAC tables in a stack.

CPU_COPY 1 Frames from or to this station are candidate for CPU copy. Used together with CPU_QU
(to specify queue number).

CPU_QU 3 Used together with CPU_COPY.

SRC_KILL_FWD 1 Frames from this station will not be forwarded. This flag is not used for destination lookups.

VLAN_IGNORE 1 Used for ignoring the VLAN_PORT_MASK contribution from the VLAN table when
forwarding frames to this station. Can optionally be used for source port ignore
(ANA_L2:FWD_CFG.FILTER_MODE_SEL).

ADDR 12 Stored entry address used for forwarding and port move detection. The field is encoded

according to ADDR_TYPE.
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Table 108 « MAC Table Entry (continued)

Field

Bits Description

ADDR_TYPE 3 This field encodes how to interpret the ADDR field.

Encoded as:

ADDR_TYPE= UPSID_PN(0): Unicast entry address. Used to associate the entry with a
unique {UPSID, UPSPN} port.

ADDR(9:5) = UPSID

ADDR(4:0) = UPSPN

ADDR_TYPE=GCPU_UPS(1): CPU management entry address. Used to associate the
entry with a unique global CPU port or internal port.
ADDR(9:5) = UPSID
ADDR(11) =0:
ADDR(3:0) = CPU port number.
ADDR(11) = 1:
ADDR(3:0) = Oxe: Internal port number.
ADDR(3:0) = 0xf: Local lookup at destination unit (UPSID).

ADDR_TYPE=GLAG(2): Unicast GLAG address. Used to associate the entry with a global
aggregated port.
ADDR = GLAGID.

ADDR_TYPE=MC_IDX(3): Multicast entry address. Used to associate the entry with an
entry in the PGID table. Specifies forwarding to the ports found in the PGID table entry
indexed by mc_idx.

ADDR = mc_idx.

3.221.2 CAM Row

3.22.2

3.22.3

Under some circumstances, it might be necessary to store more entries than possible on a MAC table
row, in which case entries are continuously changed or automatically updated.

To reduce this issue, one additional MAC table row (named CAM row) exist with entries that can be used
to extend any hash chain, and thereby reduce the probability for hash depletion where all the buckets on
a MAC table row are used. These entries on the CAM row can be used as any other MAC table entries.

CAM row usage is controlled separately (by ANA_L2::LRN_CFG.AUTO_LRN_USE_MAC_CAM_ENA,
ANA_L2:LRN_CFG.CPU_LRN_USE_MAC_CAM_ENA and
ANA_L2:LRN_CFG.LRN_MOVE_CAM_ENTRY_BACK).

MAC Table Updates

Entries in the MAC table are added, deleted, or updated by the following methods.

*  Automatic (hardware-based) learning of source MAC addresses; that is, inserting new (MAC, FID)
pairs in the MAC table

*  CPU access to MAC table (for example, CPU-based learning and table maintenance)

* Automated age scan.

CPU Access to MAC Table

This section describes CPU access to the MAC table. The following table lists the applicable registers.

Table 109 « MAC Table Access Registers

Target::Register.Field Description Replication

LRN::

Controls CSR access to MAC table. 1

COMMON_ACCESS_CTRL
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Table 109 « MAC Table Access Registers (continued)

Target::Register.Field Description Replication
LRN::MAC_ACCESS_CFG_0 Configures MAC (most significant bits) and FID for MAC table 1
entries.

LRN::MAC_ACCESS_CFG_1 Configures MAC address (Least significant bits) for MAC table 1
entries and FID.

LRN::MAC_ACCESS_CFG_2 Configures the following MAC entry fields: 1
ADDR
ADDR_TYPE
SRC_KILL_FWD
NXT_LRN_ALL
CPU_COPY
VLAN_IGNORE
AFE_FLAG
AGE_INTERNAL
MIRROR
LOCKED
VLD

LRN::EVENT_STICKY Sticky status for access performed.

LRN::SCAN_NEXT_CFG MAC table scan filter controls.

LRN::SCAN_NEXT_CFG_1 MAC table port move handles when performing MAC table SCAN.
ANA_L2::SCAN_FID_CTRL Controls use of additional FIDs when doing scan.

ANA L2::SCAN_FID_CFG Configures additional VID/FID filters during scan if enabled via
ANA_L2::SCAN_FID_CTRL.

LRN::SCAN_LAST_ROW_CFG Configures a last row applicable for scan. 1
LRN::SCAN_NEXT_CNT MAC table status when performing MAC table SCAN. 1

LRN::LATEST_POS_STATUS Holds the latest CPU accessed MAC table location after a 1
CPU_ACCESS_CMD has finished.

Al Al Al af A

CPU access to the MAC table is performed by an indirect command-based interface where a number of
fields are configured (in LRN::MAC_TABLE_ACCESS_CFG_*) followed by specifying the command (in
LRN::COMMON_ACCESS_CTRL.CPU_ACCESS_CMD). The access is initiated by a shot bit that is
cleared upon completion of the command
(LRN::COMMON_ACCESS_CTRL.MAC_TABLE_ACCESS_SHOT). It is possible to trigger CPU
interrupt upon completion (ANA_L2:COMMON:INTR.LRN_ACCESS_COMPLETE_INTR).
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The following table lists the types of access possible.

Table 110 « MAC Table Access Commands

Command Purpose Use
Learn Insert/learn new entry in MAC Configure MAC and FID of the new entry in
table. LRN::MAC_ACCESS_CFG_0 and

LRN::MAC_ACCESS_CFG_1.
Position given by HASH(MAC,
FID). Configure entry fields in LRN::MAC_ACCESS_CFG_2.

Status of operation returned in:
LRN::EVENT_STICKY.CPU_LRN_REFRESH_STICKY,
LRN::EVENT_STICKY.CPU_LRN_INSERT_STICKY,
LRN::EVENT_STICKY.CPU_LRN_REPLACE_STICKY,
LRN::EVENT_STICKY.CPU_LRN_REPLACE_FAILED_STICK
Y, LRN::EVENT_STICKY.CPU_LRN_FAILED_STICKY, and
LRN::EVENT_STICKY.LRN_MOVE_STICKY

Unlearn/Forget Delete/unlearn entry in MAC  Configure MAC and FID of the entry to be unlearned in
table given by (MAC, FID). LRN::MAC_ACCESS_CFG_0 and
LRN::MAC_ACCESS_CFG_1.
Position given by HASH(MAC,
FID). Status of operation returned in:
LRN::EVENT_STICKY.CPU_UNLEARN_STICKY and
LRN::EVENT_STICKY.CPU_UNLEARN_FAILED_STICKY.

Lookup Lookup entry in MAC table Configure MAC and FID of the entry to be looked up in
given by (MAC, FID). LRN::MAC_ACCESS_CFG_0 and
LRN::MAC_ACCESS_CFG_1.
Position given by HASH(MAC,
FID) Status of lookup operation returned in:
LRN::EVENT_STICKY.CPU_LOOKUP_STICKY and
LRN::EVENT_STICKY.CPU_LOOKUP_FAILED_STICKY

Entry fields are returned in LRN::MAC_ACCESS_CFG_2 if
lookup succeeded.

Read direct Read entry in MAC table Configure the index of the entry to read in
indexed by (row, column) LRN::COMMON_ACCESS_CTRL.CPU_ACCESS_DIRECT_R
ow,
LRN::COMMON_ACCESS_CTRL.CPU_ACCESS_DIRECT_C
OL and
LRN::COMMON_ACCESS_CTRL.CPU_ACCESS_DIRECT_T
YPE

Status of read operation returned in
LRN::EVENT_STICKY.CPU_READ_DIRECT_STICKY

Entry fields are returned in LRN::MAC_ACCESS_CFG_0,
LRN::MAC_ACCESS_CFG_1 and
LRN::MAC_ACCESS_CFG_2 if read succeeded.
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Table 110« MAC Table Access Commands (continued)

Command Purpose Use

Write direct Write entry in MAC table Configure the index of the entry to write in
indexed by (row, column) LRN::COMMON_ACCESS_CTRL.CPU_ACCESS_DIRECT_R
ow,
LRN::COMMON_ACCESS_CTRL.CPU_ACCESS_DIRECT_C
OL and
LRN::COMMON_ACCESS_CTRL.CPU_ACCESS_DIRECT_T
YPE

Configure entry fields in LRN::MAC_ACCESS_CFG_J0,
LRN::MAC_ACCESS_CFG_1 and
LRN::MAC_ACCESS_CFG_2

Status of write operation returned in
LRN::EVENT_STICKY.CPU_WRITE_DIRECT_STICKY

Scan Find next/Find all Configure the starting row for the scan in:

LRN::COMMON_ACCESS_CTRL.CPU_ACCESS_DIRECT_R

Searches through the MAC ow,

table and either stops atthe = LRN::COMMON_ACCESS_CTRL.CPU_ACCESS_DIRECT_C

first row with entries matching OL and

the specified filter conditions LRN::COMMON_ACCESS_CTRL.CPU_ACCESS DIRECT_T

or perform the specified YPE

actions on all entries matching

the specified filter conditions.  Configure an ending row for the scan (if searching through the
complete table is not required):
LRN::SCAN_LAST_ROW_CFG.SCAN_LAST_ROW

For information about search filters and corresponding actions,
see SCAN Command, page 176.

Find smallest Get the smallest entry inthe  Configure MAC and FID of the starting point for the search in
MAC table numerically larger LRN::MAC_ACCESS_CFG_0 and
than the specified (FID, MAC). LRN::MAC_ACCESS_CFG_1.

FID and MAC are evaluated as Configure search filters to be used during find smallest:

a 61 bit number with the FID

being most significant. Use
LRN::SCAN_NEXT_CFG.SCAN_NEXT_IGNORE_LOCKED_E
NA to only search among entries with
LRN::MAC_ACCESS_CFG_2.MAC_ENTRY_LOCKED cleared.

Use LRN::SCAN_NEXT_CFG.FID_FILTER_ENAto only search
among entries with the VID/FID specified in
LRN::MAC_ACCESS_CFG_0.MAC_ENTRY_FID.

Use LRN::SCAN_NEXT_CFG.ADDR_FILTER_ENA to only
search among entries with the address specified in
LRN::MAC_ACCESS_CFG_2.MAC_ENTRY_ADDR and
LRN::MAC_ACCESS_CFG_2.MAC_ENTRY_ADDR_TYPE

Clear all Initialize the table Clears the entire table.

3.22.3.1 Adding a Unicast Entry
Use the following steps to add a unicast entry to the MAC table using the CPU interface.
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1. Configure the entry MAC address: LRN::MAC_ACCESS_CFG_0.MAC_ENTRY_MAC_MSB <16
MS MAC bits > LRN::MAC_ACCESS_CFG_1.MAC_ENTRY_MAC_LSB < 32 LS MAC bit >

2. Configure the VLAN FID:
LRN::MAC_ACCESS_CFG_0.MAC_ENTRY_FID <fid value>

3. Configure the UPSID/UPSPN value:

LRN::MAC_ACCESS_CFG_2.MAC_ENTRY_ADDR_TYPE 0 (=UPSID)

LRN::MAC_ACCESS_CFG_2.MAC_ENTRY_ADDR <UPSPN/port value >

Make the entry valid: LRN::MAC_ACCESS_CFG_2.MAC_ENTRY_VLD 1

Perform access:

LRN::COMMON_ACCESS_CTRL.CPU_ACCESS_CMD 0 (=LEARN)

LRN::COMMON_ACCESS_CTRL.MAC_TABLE_ACCESS_SHOT 1

6. Verify that access succeeded: LRN::COMMON_ACCESS_CTRL.MAC_TABLE_ACCESS_SHOT ==
0? LRN::EVENT_STICKY.CPU_LRN_INSERT_STICKY==17?

3.22.3.2 Adding Multicast Entry with Destination Set in PGID Table
Use the following steps to add Layer 2 multicast entries to the MAC table using the CPU interface.

1. Configure the entry MAC address: LRN::MAC_ACCESS_CFG_0.MAC_ENTRY_MAC_MSB <16
MSB MAC bits > LRN::MAC_ACCESS_CFG_1.MAC_ENTRY_MAC_LSB < 32 LSB MAC bits >

2. Configure the VLAN ID:
LRN::MAC_ACCESS_CFG_0.MAC_ENTRY_FID <vid value>

3. Configure the PGID pointer:
LRN::MAC_ACCESS_CFG_2.MAC_ENTRY_ADDR_TYPE 3 (=MC_IDX)
LRN::MAC_ACCESS_CFG_2.MAC_ENTRY_ADDR <pgid value >

4. Lock the entry (not subject to aging and automatic removal):
LRN::MAC_ACCESS_CFG_2.MAC_ENTRY_LOCKED 1

5. Make the entry valid:
LRN::MAC_ACCESS_CFG_2.MAC_ENTRY_VLD 1

6. Perform access:
LRN::COMMON_ACCESS_CTRL.CPU_ACCESS_CMD 0 (=LEARN)
LRN::COMMON_ACCESS_CTRL.MAC_TABLE_ACCESS_SHOT 1

7. Verify that access succeeded: LRN::COMMON_ACCESS_CTRL.MAC_TABLE_ACCESS_SHOT ==
0? LRN::EVENT_STICKY.CPU_LRN_INSERT_STICKY==1?

3.224 SCAN Command

The SCAN command easily performs table management, such as port flushing, CPU-based aging, and
port moves.

o s

Scan can be configured with a variety of filters and modifiers that allows the CPU to easily identify and
optionally modify entries matching the configured filter conditions.

The scan operates by running through all entries and whenever entries are found with matching
conditions, the scan either stops with a status of the matching location (for example, a “find next”
operation) or performs the configured modification actions for all entries (for example, “scan all”
operation).

When the scan runs as “find next”, the scan commands are performed for finding the next matching
entry. In this case it is possible to specify a starting row for a scan (
LRN::COMMON_ACCESS_CTRL.CPU_ACCESS_DIRECT_ROW and
LRN::COMMON_ACCESS_CTRL.CPU_ACCESS_DIRECT_TYPE).

Whenever the scan stops with a matching entry, the CPU can process the entry and then sets the
starting row to the row following the matching row and, issue another scan command. This can then be
repeated until all entries have been scanned.

SCAN is started by setting LRN::COMMON_ACCESS_CTRL.CPU_ACCESS_CMD 5 (=SCAN) and
setting the shot bit LRN::COMMON_ACCESS_CTRL.MAC_TABLE_ACCESS_SHOT

SCAN is completed when the shot bit is cleared in
LRN::COMMON_ACCESS_CTRL.MAC_TABLE_ACCESS_SHOT.
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The following table lists the supported SCAN filters.

Table 111 « Scan Filters

Filter Type Target::Register.Field Description
FID filter LRN::SCAN_NEXT_CFG.FID_FILTER_ENA Finds entries with a specific
LRN::MAC_ACCESS_CFG_0.MAC_ENTRY_FID VID/FID.

ANA_L2::SCAN_FID_CTRL
ANA_L2::SCAN_FID_CFG

Port or Address filter LRN::SCAN_NEXT_CFG.ADDR_FILTER ENA, Finds entries with a specific
LRN::MAC_ACCESS_CFG_2.MAC_ENTRY_ADDR, ADDR_TYPE and ADDR. Note
LRN::MAC_ACCESS_CFG_2.MAC_ENTRY_ADDR_TYPE that this can be combined with
LRN::SCAN_NEXT_CFG_1.SCAN_ENTRY_ADDR_MASK ADDR wildcards; for example, to

find all entries related with a given
ADDR_TYPE, and so on.

Automatic age scan LRN::SCAN_NEXT_CFG.SCAN_USE_PORT_FILTER_ENA Configures a port filter used for

port filter ANA_L2::FILTER_OTHER_CTRL defining which ports are
ANA_L2::FILTER_LOCAL_CTRL applicable for automatic aging.

Non-locked only filter LRN:SCAN_NEXT_CFG.SCAN_NEXT_IGNORE_LOCKED Finds non locked entries.
_ENA

Aged only filter LRN::SCAN_NEXT_CFG.SCAN_NEXT_AGED_ONLY_ENA Finds only aged entries, that is,

AGE_FLAG equal to maximum
(configured in
ANA_L2:LRN_CFG.AGE_SIZE).

AGE_INTERVAL filter LRN::SCAN_NEXT_CFG.SCAN_AGE_INTERVAL_MASK Finds entries with a specific
AGE_INTERVAL.

AGE_FLAG filter LRN::SCAN_NEXT_CFG.SCAN_AGE_FILTER_SEL Finds only entries with a specific
MAC_ACCESS_CFG_2.MAC_ENTRY_AGE_FLAG value.

NXT_LRN_ALL filter LRN::SCAN_NEXT CFG.NXT_LRN_ALL_FILTER_ENA Finds only entries with a specific
MAC_ACCESS_CFG_2. MAC_ENTRY_NXT_LRN_ALL value.

Ignore locked filter LRN::SCAN_NEXT_CFG.SCAN_NEXT_IGNORE_LOCKED Finds all or only non locked
_ENA entries.

Aged only filter LRN::SCAN_NEXT_CFG.SCAN_NEXT_AGED_ONLY_ENA Finds all or only aged entries
(AGE_FLAG = 0).

The following table lists the available SCAN related actions.

Table 112 « Scan Modification Actions

Action Type Target::Register.Field Description
Scan next until LRN::SCAN_NEXT_CFG.SCAN_NEXT_UNTIL_FOUND_ENA Controls if scan stops when finding
found an entry or scans through all
entries.
Update LRN::SCAN_NEXT_CFG.SCAN_AGE_FLAG_UPDATE_SEL Updates AGE_FLAG for found
AGE_FLAG entries.
See LRN::SCAN_NEXT_CFG.
Update LRN::SCAN_NEXT_CFG.SCAN_NXT_LRN_ALL_UPDATE_S Update sNXT_LRN_ALL for found
NXT_LRN_ALL EL entries.

See LRN::SCAN_NEXT_CFG.

Change address LRN::SCAN_NEXT_CFG.SCAN_NEXT_MOVE_FOUND_ENA Updates address for found entries.
(MOVE) LRN::SCAN_NEXT_CFG_1.PORT_MOVE_NEW_ADDR
LRN::SCAN_NEXT_CFG_1.SCAN_ENTRY_ADDR_MASK
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Table 112 « Scan Modification Actions (continued)

Action Type

Target::Register.Field Description

Remove

LRN::SCAN_NEXT_CFG.SCAN_NEXT_REMOVE_FOUND_E Removes found entries.
NA

CPU age scan

LRN::SCAN_NEXT_CFG.SCAN_NEXT_INC_AGE_BITS_ENA Performs CPU based age scan.
Aged entries. For example, entries
with AGE_FLAG equal to
maximum (configured in
ANA_L2:LRN_CFG.AGE_SIZE)
are removed and Non aged
entries, such as entries with
AGE_FLAG less than maximum,
gets the AGE_FLAG incremented.
Automatic Learning, page 181.

3.22.4.1

3.22.5

The following SCAN status is available:

Match scan result for the last matching row is reported
(LRN::LATEST_POS_STATUS.SCAN_NEXT_STATUS).

Number of entries found during the scan found (LRN::SCAN_NEXT_CNT.SCAN_NEXT_CNT).
Scan remove is reported via the sticky event (LRN::EVENT_STICKY.SCAN_REMOVED_STICKY)
Scan match found is reported via the sticky event
(LRN::EVENT_STICKY.ROW_WITH_SCAN_ENTRY_STICKY).

Initiating a Port Move for a Specific FID

The following example initiates a port move for specific FID.

Move found entries:

Set LRN::SCAN_NEXT_CFG.SCAN_NEXT_MOVE_FOUND_ENA= 1.

Specify the FID filter:

Set LRN::SCAN_NEXT_CFG.FID_FILTER_ENA=1.

Set LRN::MAC_ACCESS_CFG_0.MAC_ENTRY_FID = <FID value>.

Specify port filter:

Set LRN::SCAN_NEXT_CFG.ADDR_FILTER_ENA = 1.

Set LRN::MAC_ACCESS_CFG_2.MAC_ENTRY_ADDR_TYPE = 0 to specify address type
UPSID_PN.

Set LRN::MAC_ACCESS_CFG_2.MAC_ENTRY_ADDR = <UPSID, UPSPN> to specify UPSID and
UPSPN.

Specify the new address:

Set LRN::SCAN_NEXT_CFG_1.PORT_MOVE_NEW_ADDR = <new UPSID, new UPSPN>
Set LRN::SCAN_NEXT_CFG_1.SCAN_ENTRY_ADDR_MASK = all ones.

Scan through all rows by starting at row 0:

Set LRN::COMMON_ACCESS_CTRL.CPU_ACCESS_DIRECT_ROW = 0.

Set LRN::COMMON_ACCESS_CTRL.CPU_ACCESS_DIRECT_TYPE = 0.

Issue SCAN command:

Set LRN::COMMON_ACCESS_CTRL.CPU_ACCESS_CMD = 5.

Set LRN::COMMON_ACCESS_CTRL.MAC_TABLE_ACCESS_SHOT = 1.

Wait until LRN::COMMON_ACCESS_CTRL.MAC_TABLE_ACCESS_SHOT is cleared.

Forwarding Lookups

This section describes forwarding handling. The following table lists the applicable registers.

Table 113 « Forwarding Registers

Target::Register.Field Description Replication

ANA_L2:COMMON:FWD_CFG  Configures common forwarding options 1
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3.22.5.1 DMAC-Based Forwarding

The analyzer performs destination lookup in the MAC table to determine if the destination MAC address

is known or unknown.

+  If the destination is unknown, a flood forwarding decision is made if forwarding from unknown
sources is allowed (ANA_L3:VLAN:VLAN_CFG.VLAN_SEC_FWD_ENA). The associated flood
masks are located in the PGID table.

. If the destination address is known, the associated ADDR_TYPE and ADDR stored in the
destination entry is used to find the destination port or ports in the PGID table.

Flooded traffic can be made available for mirroring

(ANA_L2:COMMON:FWD_CFG.FLOOD_MIRROR_ENA) and CPU copying

(ANA_L2:COMMON:FWD_CFG.FLOOD_CPU_COPY_ENA

ANA_L2:COMMON:FWD_CFG.CPU_DMAC_QU).

Traffic with known DMAC and VLAN_IGNORE set

LRN:COMMON:MAC_ACCESS_CFG_2.MAC_ENTRY_VLAN_IGNORE for CPU learned frames or

LRN:COMMON:AUTO_LRN_CFG.AUTO_LRN_IGNORE_VLAN for auto learned entries) and optionally

also flooded traffic (when ANA_L2:COMMON:FWD_CFG.FLOOD_IGNORE_VLAN_ENA set) can be

configured to ignore VLAN port mask or source port mask

(ANA_L2:COMMON:FWD_CFG.FILTER_MODE_SEL).

The DMAC lookup of the received {DMAC, EFID} in the MAC table is shown in the following illustration.

Figure 38« DMAC Lookup

DMAC MAC lookup

# MAC entry found?
mac_entry.vid=1?

performed

req.l2_fwd :=0
req.vlan_mask := 0

# Allow VLAN flooding?
req.vlan_flood_dis==1?

false

true

# Use info from MAC entry
req.dst_addr_type := mac_entry.addr_type
reg.dst_addr := mac_entry.addr
vlan_ignore := mac_entry.vlan_ignore
req.dmac_mirror := mac_entry.mirror

# Use flood configuration
req.flood := true
vlan_ignore :=
ANA_L2::FWD_CFG.FLOOD_IGNORE_VLAN_ENA
req.dmac_mirror :=
ANA_L2::FWD_CFG.FLOOD_MIRROR_ENA

# CPU copy?
ANA_L2::FWD_CFG.CPU_DMAC_COPY_ENA &&
mac_entry.cpu_copy?

v

# CPU copy?
ANA_L2::FWD_CFG.FLOOD_CPU_COPY_ENA?

true

false

req.cpu_dest_set(mac_entry.cpu_qu) := 1

req.cpu_dest_set( ANA_L2::FWD_CFG.CPU_DMAC_QU) :=
1

<W>true

false

# VLAN ignore filter mode
A_12:COMMON:FWD_CFG.FILTER_MODE_SEL?

true

req.ignore_src_mask := true req.vlan_mask := "ALL_ONES”|

" e \
’v‘

DMAC handling done
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3.22.6 Source Check and Automated Learning

This section describes hardware (or automated) learning related to source checking. The following table
lists the applicable registers.

Table 114 « Hardware-Based Learning

Target::Register.Field Description Replication
ANA L2::AUTO LRN_CFG Configures automatic learning per port 1
ANA _L2:LRN_SECUR_CFG Configures secure forwarding per port 1

ANA_L2::LRN_SECUR_LOCKED_CF Configures secure forwarding for static locked entries per 1
G port.

ANA L2:LRN_COPY_CFG Configures CPU copy of learn frames per port. 1
ANA_L2::MOVELOG_STICKY Identifies ports with moved stations. 1
ANA_L2:LRN_CFG Configures common learning properties. 1
ANA_L3:VLAN:VLAN_CFG.VLAN_FID Configures filtering identifier (FID) to be used for learning. Per VLAN
LRN::AUTO_LRN_CFG Configures automatic learning options. 1
LRN::EVENT_STICKY Signal various sticky learning events. 1
ANA_L2:PORT_LIMIT:PORT_LIMIT_  Controls automatic learn limits per logical port and GLAG. per port and
CTRL GLAG (11+8
instances)
ANA_L2:PORT_LIMIT:PORT_LIMIT_  Status for port limits. per port and
STATUS GLAG (11+8
instances)
ANA_L2:LRN_LIMIT:FID_LIMIT_CTRL Controls automatic learn limits per FID. per FID (4,224
instances)
ANA_L2:LRN_LIMIT:FID_LIMIT_ Status for FID limits. per FID (4,224
STATUS instances)

The device learns addresses from each received frame’s SMAC field, so that subsequently forwarded
frames whose destination addresses have been learned can be used to restrict transmission to the port
or ports necessary to reach their destination.

The analyzer performs source lookup of the received {SMAC, IFID} in the MAC table to determine if the
source station is known or unknown. For more information, see Figure 39, page 181. If the source station
is known, a port move detection is performed by checking that the frame was received at the expected
port as specified by the ADDR_TYPE and ADDR stored in the source entry. The expected port can be a
logical port (represented as UPSID, UPSPN), an MC_IDX, or a global aggregated port (represented as
GLAGID). Failing source checks can trigger a number of associated actions:

«  Secure forwarding. Disable forwarding from unknown or moved stations. This action can be
triggered by two configurations:

*  VLAN-based Secure forwarding controlled per VLAN
(ANA_L3:VLAN:VLAN_CFG.VLAN_SEC_FWD_ENA).
+  Port-based secure forwarding controlled per port (ANA_L2::LRN_SECUR_CFG).

+  Secure forwarding from locked entries. Disable forwarding from known but moved stations with
locked MAC table entry (ANA_L2:COMMON:LRN_SECUR_LOCKED_CFG).

+  Automatic learning enabled per port (ANA_L2::AUTO_LRN_CFG). Automatic learning of traffic
received from an unknown source station will cause the MAC table to be updated with a new entry.
Traffic received from a known source station with changed port will cause the known MAC table
entry ADDR_TYPE and ADDR to be updated.

+  CPU copy enabled per port (ANA_L2::LRN_COPY_CFG and ANA_L2::LRN_CFG.CPU_LRN_QU).
Alearn copy is sent to CPU.
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These actions are controlled independently. In other words, it is possible to send a CPU copy as well as

disable normal forwarding.

Figure 39« Source Check

Source MAC lookup performed

# Create MAC entry

true

4

# Port move detection?
mac_entry.addr_type == src_addr.type &&
mac_entry.addr == src_addr.addr?

mac_entry.addr_type := src_addr.type
mac_entry.addr := src_addr.addr

CPYcopy based on source Tooku
mac_entry.cpu_copy &&
=:LRN_CFG.CPU_SMAC_COP

ANA

true

req.cpu_dest_set(mac_entry.cpu_qu) := 1

false
I

NA_L2::AUTO_LRN_CFG[req.port_num]==

# Automatic learning?

true—)» Put mac_entry into auto LRN queue

false

# Secure VLAN forwarding?
reqd.vlan_sec_fwd_ena==1?

false

# Secure port forwarding?
::LRN_SECUR_CFG[req.port_nu

A

reg.l2_fwd :=0
reg.vlan_mask := 0

# CPU copy of learn frames?

ANA_L2::LRN_COPY_CFG[req.port_num]==

false

»lg

req.cpu_dest_set(ANA_L2::LRN_CFG.C
PU_LRN_QU) :=1

e

Learn handling done

The source lookup is also used to clear an Age flag (used as activity indication) in the MAC table to allow
inactive MAC table entries to be pruned.

Port move detection is not performed for locked MAC table entries unless enabled
(ANA_L2:LRN_CFG.LOCKED_PORTMOVE_DETECT_ENA).

Frames failing locked port move detection can be copied to CPU queue
(ANA_L2:LRN_CFG.CPU_LRN_QU and ANA_L2::LRN_CFG.LOCKED_PORTMOVE_COPY_ENA).

3.22.6.1 Automatic Learning

The device can automatically add or update entries in the MAC table. New entries added by automatic

learning are formatted as follows.

e VLDis set

. MAC is set to the frame’s SMAC address

. FID set to the frame’s REQ.FID
+ ADDR_TYPE, ADDR is set to:

UPSID_PN if received on a non aggregated port
GLAG if received on a global aggregated port
*  MAC_CPU_COPY (LRN::AUTO_LRN_CFG.AUTO_LRN_CPU_COPY)
+ MAC_CPU_QU (LRN::AUTO_LRN_CFG.AUTO_LRN_CPU_QU)
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*+ SRC_KILL (LRN::AUTO_LRN_CFG.AUTO_LRN_SRC_KILL_FWD)

* IGNORE_VLAN (LRN::AUTO_LRN_CFG.AUTO_LRN_IGNORE_VLAN)
*  MIRROR (LRN::AUTO_LRN_CFG.AUTO_LRN_MIRROR)

* AGE_INTERVAL (LRN::AUTO_LRN_CFG.AUTO_AGE_INTERVAL)

«  All other fields are cleared

When a frame is received from a known station, that is, the MAC table already contains an entry for the
received frame’s (SMAC, VID/FID), the analyzer clears the AGED_FLAG for unlocked entries (LOCKED
flag cleared) and optionally, locked entries (ANA_L2:COMMON:LRN_CFG.AGE_LOCKED_ENA). A
cleared AGE_FLAG implies that the station is active. For more information, Automated Aging
(AUTOAGE), page 183.

For unlocked entries, ADDR_TYPE and ADDR fields are compared against the following:

+ UPSID_PN if received on a non aggregated port
*  GLAG if received on a global aggregated port

If there is a difference, the source entry ADDR_TYPE and ADDR is updated, which implies the station
has moved to a new port.

Source check for entries stored with ADDR_TYPE=MC_IDX (=3) can be ignored
(ANA_L2::LRN_CFG.IGNORE_MCIDX_PORTMOVE_ENA).

Port Move Log

A port move occurs when an existing MAC table entry for (MAC, FID) is updated with new port
information (ADDR_TYPE and ADDR). Such an event is logged and reported (in
ANA_L2::MOVELOG_STICKY) by setting the bit corresponding to the new port.

If port moves continuously occurs, it may indicate a loop in the network or a faulty link aggregation
configuration.

Port moves for locked entries can be detected in
ANA L2:LRN_CFG.LOCKED PORTMOVE_DETECT ENA.

Port Learn Limits
It is possible to specify the maximum number of entries in the MAC table per port.

Port limits can be specified per logical port (local link aggregated port) and per global link aggregated
port (GLAG) (ANA_L2:PORT_LIMIT:PORT_LIMIT_CTRL.PORT_LRN_CNT_LIMIT). These limits do not
take multicast into account.

The current number of learned entries are always available in
ANA L2:PORT_LIMIT:PORT_LIMIT_STATUS.PORT_LRN_CNT and are updated whenever either an
automatic learn operation or a CPU access is performed.

After a limit is reached, both automatic learning and CPU-based learning of unlocked entries are denied.
A learn frame to be learned when the limit is reached can selectively be discarded, redirected to CPU, or
copied to CPU (controlled in ANA_L2:PORT_LIMIT:PORT_LIMIT_CTRL.PORT_LIMIT_EXCEED_SEL).
Trying to exceed the configured limit can also trigger interrupt
(ANA_L2:PORT_LIMIT:PORT_LIMIT_CTRL.PORT_LIMIT_EXCEED_IRQ_ENA).

When learn limits are exceeded, a corresponding sticky bit is set
(ANA_L2:PORT_LIMIT:PORT_LIMIT_STATUS.PORT_LRN_LIMIT_EXCEEDED_STICKY).

If a MAC table entry interrupt moves from one port to another port, it is also reflected in the current
number of learned entries.

Filtering Identifier Learn Limits

It is possible to specify the maximum number of entries to be used per FID
(ANA_L2:LRN_LIMIT:FID_LIMIT_CTRL.FID_LRN_CNT_LIMIT). These limits do not take multicast into
account.

The current number of learned entries are always available in
ANA_L2:LRN_LIMIT:FID_LIMIT_STATUS.FID_LRN_CNT.
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After a limit is reached, both automatic learning and CPU-based learning of unlocked entries are denied.
Alearn frame to be learned when the limit is reached can selectively be discarded, redirected to CPU, or
copied to CPU (controlled by ANA_L2:LRN_LIMIT:FID_LIMIT_CTRL.FID_LIMIT_EXCEED_SEL).
Attempts to exceed the configured limit can also trigger interrupt
(ANA_L2:LRN_LIMIT:FID_LIMIT_CTRL.FID_LIMIT_EXCEED_IRQ_ENA).

When the learn limits are exceeded, a corresponding sticky bit is set
(ANA_L2:LRN_LIMIT:FID_LIMIT_STATUS.FID_LRN_LIMIT_EXCEEDED_STICKY).

Shared or Independent VLAN Learning in MAC Table

The device can be set up to do a mix of Independent VLAN Learning (IVL), where MAC addresses are
learned separately on each VLAN and Shared VLAN Learning (SVL), where a MAC table entry is shared
among a group of VLANSs. For shared VLAN learning, a MAC address and a filtering identifier (FID)
define each MAC table entry. A set of VIDs used for Shared VLAN learning maps to the same FID.
Shared VLAN learning is only applicable for unicast traffic.

Addresses learned from frames with one VLAN Identifier (VID) may or may not be used to filter frames
with the same SMAC but another VID, depending on management controls. If learned information is
shared for two or more given VIDs those VIDs map to a single Filtering Identifier (FID) and the term
Shared VLAN Learning (SVL) is used to describe their relationship. If the information is not shared, the
VIDs map to different FIDs and Independent VLAN Learning (VL) is being used. FID is configured per
VLAN (ANA_L3:VLAN:VLAN_CFG.VLAN_FID).

For example, if VID 16 and VID 17 use SVL and share FID 16, then a MAC entry (MAC #X, FID 16) is
known for both VID 16 and VID 17.

If VID 16 and VID 17 use IVL and use FID 16 and FID 17, a MAC entry (MAC #X, FID 16) is only known
for VID 16; that is, the MAC address will be unknown for VID 17 (FID = 17).

In a VLAN-unaware operation, the device is set up to do SVL; that is, MAC addresses are learned for all
VLANSs. Protocol-based VLAN, where traffic is classified into multiple VLANs based on protocol, requires
SVL

Automated Aging (AUTOAGE)

This section describes how to configure automated age scanning. The following table lists the applicable
registers.

Table 115+ Automated Age Scan Registers Overview

Target::Register.Field Description Replication
LRN::AUTOAGE_CFG Configures automated age scan of MAC table for 4
each of the four AGE_INTERVALs.

LRN::AUTOAGE_CFG_1 Configures automated age scan of MAC table. 1
LRN::AUTOAGE_CFG_2 Configures automated age scan of MAC table. 1
LRN::EVENT_STICKY. Signals completion of an automatic scan. 1
AUTOAGE_SCAN_COMPLETED_STICKY

LRN::EVENT_STICKY. Signals start of an automatic scan. 1

AUTOAGE_SCAN_STARTED_STICKY

LRN::EVENT_STICKY. AUTOAGE_AGED_STICKY Signals entries aged due to automatic aging. 1

LRN::EVENT_STICKY. Signals entries removed due to automatic aging. 1
AUTOAGE_REMOVE_STICKY
ANA_L2::FILTER_LOCAL_CTRL Configures front port filters to be used by 1

automatic aging and CPU scan.

ANA_L2::FILTER_OTHER_CTRL Configures remote scan filter to be used by 1

automatic aging and CPU scan.

ANA _L2:LRN_CFG.AGE_SIZE Configures the AGE_FLAG size. 1
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Entry AGE_FLAG is used to detect inactive sources. The AGE_FLAG field is cleared upon receiving
traffic from a given source station and is periodically incremented by hardware to detect and delete
inactive source entries.

The automated age scan scans the MAC table and checks age candidates (entries with LOCK flag set to
0) for activity.

If an entry’s AGE_FLAG is set to maximum value (configured in ANA_L2::LRN_CFG.AGE_SIZE), the
entry is deemed inactive and removed. If an entry’'s AGE_FLAG is less than the maximum value, the
AGE_FLAG is incremented.

The flag is cleared when receiving frames from the station identified by the MAC table entry.

It is possible to configure and forget AUTOAGE, which means that once configured automated aging is
performed without any further CPU assistance.

The interval between automatic aging can be controlled by specifying AGE_FLAG size
(ANA_L2:LRN_CFG.AGE_SIZE), unit size (LRN::AUTOAGE_CFG.UNIT_SIZE), and the number of units
between aging (LRN::AUTOAGE_CFG.PERIOD_VAL).

Setting LRN::AUTOAGE_CFG.UNIT_SIZE different from 0 to start the automatic aging.

To temporarily disable automatic aging, set LRN::AUTOAGE_CFG. PAUSE_AUTO_AGE_ENAto 1.
Additional control of automatic aging allows for instantaneously start and stop of current age scan
(LRN::AUTOAGE_CFG_1.FORCE_HW_SCAN_SHOT and
LRN::AUTOAGE_CFG_1.FORCE_HW_SCAN_STOP_SHOT).

It is also possible to do a controlled stopping of current age scan after it completes
(LRN::AUTOAGE_CFG_1.FORCE_IDLE_ENA).

It is possible to selectively do age filtering of local ports specified in
ANA_L2::FILTER_LOCAL_CTRL.FILTER_FRONTPORT_ENA or selectively do age filtering of entries
learned on remote devices in a multichip configuration
(ANA_L2::FILTER_OTHER_CTRL.FILTER_REMOTE_ENA). Both types must be enabled
(LRN::AUTOAGE_CFG_1.USE_PORT_FILTER_ENA).

The state of automatic aging can be monitored (LRN::AUTOAGE_CFG_2.NEXT_ROW,
LRN::AUTOAGE_CFG_2.SCAN_ONGOING_STATUS,
LRN::EVENT_STICKY.AUTOAGE_SCAN_COMPLETED_STICKY and
LRN::EVENT_STICKY.AUTOAGE_SCAN_STARTED_STICKY).

It is possible to observe whether entries are affected by a sticky event
(LRN::EVENT_STICKY.AUTOAGE_AGED_STICKY and
LRN::EVENT_STICKY.AUTOAGE_REMOVE_STICKY).

Example
For a 300-second age time, set four age periods of 75 seconds each:

1. SetANA_L2::LRN_CFG.AGE_SIZE to 1.
2. Set LRN::AUTOAGE_CFGI[0]. AUTOAGE_UNIT_SIZE to 3.
3. SetLRN:AUTOAGE_CFG[0]. AUTOAGE_PERIOD_VAL to 75.

Interrupt Handling

The following table lists the interrupt handling registers.

Table 116 « Analyzer Interrupt Handling Registers Overview

Target::Register.Field Description Replication
ANA L2:INTR Status of interrupt source 1
ANA_L2: INTR_ENA Mask interrupt 1
ANA_L2:: INTR_IDENT Status of interrupt 1
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A sticky status of all interrupt sources in the analyzer is available (ANA_L2::INTR.VCAP_S2_INTR), and
all interrupt source can individually be configured to trigger CPU interrupt (ANA_L2::INTR_ENA). The
current CPU interrupt status is available (ANA_L2::INTR_IDENT).

The following analyzer interrupt sources exist:

VCAP IS2 can be setup to trigger CPU interrupt (VCAP_S2_INTR) when an entry with enabled interrupt
is hit (VCAP 1S2 action INTR_ENA).

It is possible to trigger interrupt (PORT_LRN_LIMIT_INTR) when learning on a port attempt to exceed a
configured port learn limit (configured in
ANA_L2:PORT_LIMIT:PORT_LIMIT_CTRL.PORT_LIMIT_EXCEED_IRQ_ENA).

It is possible to trigger interrupt (FID_LRN_LIMIT_INTR) when learning on a FID attempt to exceed a
configured limit (configured in ANA_L2:LRN_LIMIT:FID_LIMIT_CTRL.FID_LIMIT_EXCEED_IRQ_ENA).

LRN access to the MAC table can be configured to trigger interrupt (LRN_ACCESS_COMPLETE_INTR)
after completion. This is useful when multiple CPU scans must be performed as fast as possible, for
example, when sorting the MAC addresses extracted from the entire MAC table using SCAN commands.
For more information about using the SCAN command, see SCAN Command, page 176.

Analyzer Access Control Forwarding, Policing, and
Statistics

This section provides information about analyzer access control (ANA_AC) forwarding, policing, and
statistics.

Mask Handling

This section describes how a number of port masks are applied to ensure correct forwarding.

*  VLAN port mask from ANA_L3:VLAN. This mask is used to ensure frames are only forwarded within
a dedicated VLAN (or VSI if service forwarded). The VLAN mask handle protection by means of
hardware assisted updates. For more information, see VLAN Table Update Engine, page 129. The
VLAN mask can be modified by VCAP CLM full action MASK_MODE and by VCAP 1S2 action
MASK_MODE.

*  PGID port mask from ANA_AC:PGID. This mask is based on the DMAC lookup in the PGID table.
One of the six flood PGID entries is used if the DMAC is unknown. For DMAC known in the MAC
table, the associated address is used to select the used PGID entry.

*  Source port mask from ANA_AC:SRC. This mask is used to ensure frames are never forwarded to
the port it was received on and the used entry is found by looking up the source port.

*  Global source port mask from ANA_AC:SRC. This mask is used to ensure frames are never
forwarded to the global port it was received on and the used entry is found by looking up the global
stacking source port.

*  Aggregation port mask from ANA_AC:AGGR. This mask is used to ensure frames are forwarded to
one port within each aggregate destination port.

+ REQ.port_mask and REQ.mask_mode. This mask is special in the sense that it is a general purpose
mask that can be used for various security features and protection. The mask is controlled by VCAP
CLM and VCAP 1S2.

The following sections provide more information about the different port masks.

PGID Lookup

The following table lists the registers associated with PGID lookup.

Table 117 « PGID Registers Overview

Target::Register.Field Description Replication

ANA_AC:PGID:PGID_MISC_CFG Configures how to interpret PGID_CFG and configures CPU per PGID

copy with associated CPU queue.

ANA_AC:PGID:PGID_CFG Configures destination port mask or destination {UPSID,PN}. per PGID
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PGID table is organized as shown in the following illustration.

Figure 40 + PGID Layout

PGID ADDR
mc_idx:0x1ff GLAG 31 mbr 7 0x20a
GLAG or General \—*«’\ <<
purpose destinations GLAG 0 mbr 1
GLAG 0 mbr 0 0x10b
mc_idx:0x0ff general purpose destination n
General purpose << B
destinations [0] front port mask |
52 0
or
eneral purpose destination 1 -
, I purp , , [1] reserved (must be zero) | upsid [upspn |
mc_idx:0x006 general purpose destination 0 | Ox011 55 5 5 0
0 IP6 MC control flood mask
0 IP6 MC data flood mask
L 0 IP4 MC control flood mask
flood destination masks|
0 IP4 MC data flood mask
0 L2 multicast flood mask
mc_idx:0x000 |0 L2 unicast flood mask x00b
0 port 10 destination mask
front port unicast
destination masks <=
0 port 1 destination mask
0 port 0 destination mask 0x000

STACK interpret?

The

forwarding process generates a forwarding decision that is used to perform a lookup in the PGID

table. The following forwarding decisions are possible.

Flood forwarding to one of the six flood masks located from address 11 to address 16 in the PGID
table is used as destination mask.

Unicast forwarding to {UPSID,UPSPN}. UPSID is checked against
ANA_AC::COMMON_VSTAX_CFG.OWN_UPSID:

If identical, destination mask is found based on lookup of UPSPN within the front port destinations of
the PGID table (address 0 to 10).

If not identical, destination mask is found based on lookup of UPSID in
ANA_AC:UPSID:UPSID_CFG.

Multicast forwarding: mc_idx is looked up in the PGID table with an offset of 11. Based on the
returned entry stack bit:

If cleared, the returned entry mask is interpreted as a destination mask.

If set, the returned entry mask is {UPSID,UPSPN} and the destination mask is found based on
lookup of UPSID in ANA_AC:UPSID:UPSID_CFG.

REQ destination set (REQ.COMMON.PORT_MASK when
REQ.COMMON.MASK_MODE=REPLACE_PGID). Destination set (REQ.COMMON.PORT_MASK
from VCAP CLM or VCAP 1S2 is directly used as destination mask without PGID lookup.
REQ.L2_FWD cleared. Frame is discarded.

It is possible to generate a CPU copy can be generated when using the PGID lookup. If
ANA_AC:PGID:PGID_MISC_CFG.PGID_CPU_COPY_ENA:s set in the used PGID entry, a copy is sent
to CPU queue specified by ANA_AC:PGID:PGID_MISC_CFG.PGID_CPU_QU.

The

following illustration depicts the PGID lookup decision.
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Figure 41+ PGID Lookup Decision Forwarding
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..... »PGID_ENTRY := PGID_TBL(12)

1T T

1 T

a8
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PGID_ENTRY := PGID_TBL(11
== ? t _| .
req.dst.fwd_type==MC_IDX? lrue—% +req.dst.fwd_addr.mc_idx)

false

req.dst.fwd_type==UPSID_PN?

" - PGID_ENTRY :=
tru sOwnUpsid(req.dst.fwd_addr.upsid)? trueﬂ PGID_TBL(req.dst.fwd_addr.upspn)

false

\ 4
IFH.VSTAX.GEN := FWD_LOGICAL
IFH.VSTAX.DST:UPSID := req.dst.fwd_addr.upsid;

false IFH.VSTAX.DST:UPSPN := req.dst.fwd_addr.upspn;
o_stack_upsid_fwd := true;
A\
v Done selecting
No PGID lookup PGID entry

The following debug events can be used to observe current forwarding:

ANA_AC:PS_STICKY:STICKY.PGID_CPU_MASK_STICKY,
ANA_AC:PS_STICKY:STICKY.NO_L2_L3_FWD_STICKY,
ANA_AC:PS_STICKY:STICKY.IP6_MC_CTRL_FLOOD_STICKY,
ANA_AC:PS_STICKY:STICKY.IP6_MC_DATA_FLOOD_STICKY,
ANA_AC:PS_STICKY:STICKY.IP4_MC_CTRL_FLOOD_STICKY,
ANA_AC:PS_STICKY:STICKY.IP4_MC_DATA_FLOOD_STICKY,
ANA_AC:PS_STICKY:STICKY.L2_MC_FLOOD_STICKY and
ANA_AC:PS_STICKY:STICKY.UC_FLOOD_STICKY

The events can be counted in the port statistics block by setting the corresponding counter
mask:ANA_AC:PS_STICKY_MASK:STICKY_MASK
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3.23.1.2 Source Lookup

This section describes how to configure source port filtering. The following table lists the applicable
registers.

Table 118 « Source Table Registers Overview

Target::Register.Field Description Replication
ANA_AC:SRC:SRC_CFG Configures source port filtering 23

Source port filtering for each ingress port can be configured to ensure that frames are not bridged back to
the port it was received on (ANA_AC:SRC[0-14]:SRC_CFG).

Ports part of a link aggregation group (LAG) are configured with identical source masks, with all member
ports removed (bits corresponding to the member ports are cleared).

If a port is part of a global link aggregation group, a filter is applied to ensure that frames received at this
port are not bridged back to any of the ports in the global link aggregation group of which the source port
is part (ANA_AC:SRC[15-22]:SRC_CFG).

Local device ports part of a global link aggregation group must be cleared in the global aggregation
source mask (via ANA_AC:SRC[15-22]:SRC_CFGQG).

Source port filtering can be disabled when VCAP IS2 action MASK_MODE is set to 4 (= REDIR_PGID).

Source port filtering is not applied when a frame is routed.

3.23.1.3 Aggregation Group Port Selection

This section describes how to configure the aggregation table. The following table lists the applicable
registers.

Table 119 « Aggregation Table Registers Overview

Target::Register.Field Description Replication
ANA_AC:AGGR:AGGR_CFG  Configures aggregation port filtering. 16

The purpose of the aggregation table is to ensure that when a frame is destined for an aggregation
group, it is forwarded to exactly one of the group’s member ports.

The aggregation code REQ.AGGR_CODE generated in the classifier is used to look up an aggregation
mask in the aggregation table. Aggregation mask is configured in ANA_AC:AGGR:AGGR_CFG.

For non-aggregated ports, there is a one-to-one correspondence between logical port (ANA_CL:PORT:
PORT_ID_CFG.LPORT_NUM) and physical port, and the aggregation table does not change the
forwarding decision.

For aggregated ports, all physical ports in the aggregation group map to the same logical port, and
destination entries for a logical port in the PGID table must include all physical ports, which are members
of the aggregation group. Therefore, all but one LAG member port must be removed from the destination
port set.

For more information about link aggregation, see Link Aggregation Code Generation, page 113

3.23.1.4 Global Link Aggregation Forwarding

This section describes how to configure forwarding to a GLAG. The following table lists the applicable
registers.

Table 120+ GLAG Forward Registers Overview

Target::Register.Field Description Replication
ANA_AC::COMMON_VSTAX_CFG Configures VSTAX handles. 1
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Table 120 « GLAG Forward Registers Overview (continued)

Target::Register.Field Description Replication
ANA_AC:GLAG:MBR_CNT_CFG Configures number of members per GLAG. 8

The device performs a final port of exit (POE) calculation in ingress device when destination is a global
aggregated port. GLAG POE calculation must be enabled
(ANA_AC::COMMON_VSTAX_CFG.VSTAX2_GLAG_ENA). When enabled, GLAG forwarding uses a
portion of the PGID table (addresses 75 to 138). These addresses must use UPSID, UPSPN encoding
by setting the stack interpret bit.

POE calculation, which selects one of the global aggregated as destination port, is shown in the following
illustration.

Figure 42 « GLAG Port of Exit Calculation

glag_mbr_cnt_table

dmac lagid lag_mbr_cnt
MAC Table g9 ge9_ — >

glag_mbr_idx := ac mod glag_mbr_cnt

glag part of PGID table

{glagid, glag_mbr_idx} {upsid, upspn}

\J

The total number of ports part of a GLAG must be specified in ANA_AC:GLAG:MBR_CNT_CFG.
The corresponding destination must be configured in PGID table for each GLAG member.

3.23.1.5 Port Mask Operation

The final destination port mask is deducted as shown in the following illustration.
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# Prepare masks
src_mask := SrcTable(REQ.COMMON.PORTNUM)
aggr_mask := AggrTable(REQ.COMMON.AC)

rding controlled from CLM or
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MON.MASK_MODE == REPL,

false

v

# Normal PGID forwarding
pgid_mask := PgidLookupSel(REQ)

# Replace pgid destination port mask
pgid_mask := REQ.COMMON.PORT_MASK

‘orwarding from CLM or VCA
ON.MASK_MODE == OR_P

# Add to pgid destination port mask
pgid_mask |= REQ.COMMON.PORT_MASK

false

—A]

# Ignore source filtering
src_mask := ALL_ONES

# Ignore Aggregation mask
aggr_mask := ALL_ONES

dst_mask := pgid_mask &&
src_mask && aggr_mask && REQ.VLAN_PORT_MASK

A

# Add to final destination port mask
dst_mask |= REQ.COMMON.PORT_MASK

# Final destination port mask
dst_mask := REQ.COMMON.PORT_MASK

>
€

3.23.2 Policing

v

Done selecting destination port mask

This section describes the functions of the policers. The following table lists the applicable registers.

Table 121 « Policer Control Registers Overview

Target::Register.Field

Description Replication

ANA_AC_POL::POL_ALL_CFG

Configures general control settings. 1

ANA_AC_POL::POL_ACL_CTRL

Configures VCAP policer's mode of operation. 32

ANA_AC_POL::POL_ACL_RATE_CFG

Configures VCAP policer’s peak information rate 32

ANA_AC_POL::POL_ACL_THRES_CFG

Configures VCAP policer’s burst capacity. 32

VMDS-10492 VSC7440 Datasheet Revision 4.2 190



Functional Descriptions

& Microsemi

a A8\ MicrocHiP company

Table 121 « Policer Control Registers Overview (continued)

Target::Register.Field Description Replication
ANA_AC_POL::POL_STORM_CTRL Configures storm policer's mode of operation. 8
ANA_AC POL::POL_STORM_RATE_CFG Configures storm policer’'s peak information rate 8
ANA_AC_POL::POL_STORM_THRES_CFG Configures Storm policer’s burst capacity. 8
ANA_AC_POL::POL_PORT_RATE_CFG Configures port policer’s peak information rate. Per port per
port policer
ANA_AC POL:POL_PORT_THRES_CFG_0 Configures port policer’s burst capacity. Per port per
port policer
ANA_AC_POL::POL_PORT_THRES_CFG_1 Configures port policer’s hysteresis when used for Per port per
flowcontrol. port policer
ANA_AC_POL:POL_PORT_CTRL:POL_PORT_ Configures port policer's mode of operation. Per port per
CFG port policer
ANA_AC_POL:POL_PORT_CTRL:POL_PORT_ Configures port policer’'s gap value used to correct Per port
GAP size per frame.
ANA_AC POL:POL_STICKY Captures various policer events for diagnostic 1
purposes.
ANA_AC_POL:COMMON_SDLB:DLB_CTRL Configures common SDLB policer's mode of 1
operation.
ANA_AC POL:COMMON_SDLB:DLB_STICKY  Captures various SDLB policer events for 1
diagnostic purposes.
ANA_AC_POL:SDLB:DLB_CFG Configures SDLB policer's mode of operation. Per SDLB
ANA AC POL:SDLB:LB_CFG Configures SDLB policer's committed and peak ~ Per SDLB
leaky buckets per leaky
bucket

3.23.2.1 Policer Hierarchy

There are multiple levels of policing, which operate in configurable hierarchies, as shown in the following
illustration.
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Figure 44 « Policer Hierarchy
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At most, each frame can see one ACL policer. ACL policing can occur as either outer or inner ACL-
based. VCAP 1S2 action IS_INNER_ACL allows ACL policing to occur before or after service DLB
policing and service statistics.

The VCAP, port, broadcast/unicast/multicast (BUM), and storm policers are single leaky bucket (SLB)
policers, whereas the service and bundle policers are MEF 10.2 compliant dual leaky bucket (DLB)
policers.

The BUM policers group the leaky buckets into sets of three, covering broadcast, unicast, and multicast
traffic.

The VCAP, port and storm policers are configurable in steps of 25,040 bits per second, with a minimum
of 25,040 bits per second.

The BUM, service, and bundle policers can cover bandwidth in the interval between 0 Gbps and
32 Mbps, with 16 kbps granularity and between 0 Gbps and 10 Gbps with 8 Mbps granularity. The
granularity scaling can be configured using the TIMESCALE_VAL configuration parameters.

The service policers can be used as queue policers for non-service traffic when ISDX is zero and
ISDX_SDLB index is zero. The queue policer operation is controlled through
ANA_L2:COMMON:FWD_CFG.QUEUE_DEFAULT_SDLB_ENA and
ANA_L2:COMMON:PORT_DLB_CFG.QUEUE_DLB_IDX.

The bundle policers are only available for services. The index is controlled through
ANA_L2:ISDX:MISC_CFG.BDLB_IDX. However, it is possible to use the bundle policers as port policers
for non-service traffic when ISDX is zero. The port policer operation is controlled through
ANA_L2:COMMON:FWD_CFG.PORT_DEFAULT_BDLB_ENA and
ANA_L2:COMMON:PORT_DLB_CFG.PORT_DLB_IDX.

It is possible to specify a pipeline point for the service policers
(ANA_L2:ISDX:MISC_CFG.PIPELINE_PT). This can be used to specify where in the processing flow
BUM, SDLB, and BDLB policers are active (default set to NONE, which disables any pipeline effect).

The service statistics reflect the decisions made by the service policer. This implies that if a service
policer marks a frame yellow, then the yellow service counter is incremented even though the frame
might be discarded by one of the subsequent policers.

All policers can be configured to add between —64 and 63 bytes per frame to adjust the counted frame
size for inter-frame gap and/or encapsulation.
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3.23.2.2 BUM Policing

Each entry in the BUM single leaky bucket table contains the following fields.

Table 122 « BUM Single Leaky Bucket Table Entries

Field Bits Description

ANA_AC_POL:BUM_SLB:SLB_CFG.TIMESCALE_VAL 2 Configures policer rate granularity.

ANA_AC_POL:BUM_SLB:SLB_CFG.CIR_INC_DP_VAL 2 Controls how much drop precedence (DP) is
incremented for excess traffic.

ANA _AC POL:BUM_SLB:SLB _CFG.GAP_VAL 7 Configures the leaky bucket calculation to

include or exclude preamble, inter-frame gap
and optional encapsulation through

configuration.
ANA _AC _POL:BUM_SLB:LB_CFG[2:0].THRES VAL 3x7 Configures burst size.
ANA_AC_POL:BUM_SLB:LB_CFG[2:0].RATE_VAL 3x 11 Configures rate.
ANA_AC_POL:BUM_SLB:SLB_CFG.ENCAP_DATA_DIS 1 Configures if stripped encapsulation data
(normalized data) is policed by the policer.
ANA_AC _POL:BUM_SLB:MISC_CFG.FRAME_RATE _E 1 Configures frame rate operation.

NA

The BUM policers are indexed through the VLAN table (ANA_L3:VLAN:BUM_CFG.BUM_SLB_IDX). This
indexing can be overruled for services through the ISDX table
(ANA_L2:ISDX:MISC_CFG.BUM_SLB_IDX and ANA_L2:ISDX:MISC_CFG.BUM_SLB_ENA).

Each BUM policer contains three leaky buckets. Rates and thresholds are configured through
ANA_AC_POL:BUM_SLB:LB_CFG).

Traffic for the three BUM leaky buckets is configurable in
ANA_AC_POL:COMMON_BUM_SLB:TRAFFIC_MASK_CFG. This provides a flexible allocation of traffic
for the policers. For example, it is possible to have BUM configured as:

*  Leaky bucket 0: Broadcast traffic
(ANA_AC_POL:COMMON_BUM_SLB:TRAFFIC_MASK_CFGI[0].TRAFFIC_TYPE_MASK = 1)

»  Leaky bucket 1: Unknown unicast traffic
(ANA_AC_POL:COMMON_BUM_SLB:TRAFFIC_MASK_CFG[1].TRAFFIC_TYPE_MASK = 4)

*  Leaky bucket 2: Unknown multicast traffic
(ANA_AC_POL:COMMON_BUM_SLB:TRAFFIC_MASK_CFGJ[2]. TRAFFIC_TYPE_MASK = 2)

BUM policers can be configured as frame-based policers
(ANA_AC_POL:BUM_SLB:MISC_CFG.FRAME_RATE_ENA).

The BUM statistics count on the following events (configured through
ANA_AC:STAT_GLOBAL_CFG_BUM:STAT_GLOBAL_EVENT_MASK):

+  Bit 0: Count Broadcast traffic discarded by BUM policer

»  Bit 1: Count Multicast traffic discarded by BUM policer

*  Bit 2: Count Unicast traffic discarded by BUM policer

»  Bit 3: Count Broadcast traffic applicable for BUM policer, but not discarded
+  Bit 4: Count Multicast traffic applicable for BUM policer, but not discarded
«  Bit 5: Count Unicast traffic applicable for BUM policer, but not discarded.
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3.23.2.3 ACL Policing
Each ACL policer entry contains the fields listed in the following table.
Table 123« ACL Policer Table Entries
Field Bits Description

ACL_TRAFFIC_TYPE_MASK 2 Configures the traffic types to be taken into account by the policer.

FRAME_RATE_ENA 1 Configures frame rate mode for the ACLpolicer, where rates are measured
in frames per second instead of bytes per second.

DP_BYPASS LVL 2 Controls the lowest DP level that is taken into account. That is, traffic with
DP below this value is ignored and not policed.

GAP_VALUE 7 Configures the leaky bucket calculation to include or exclude preamble,
inter-frame gap and optional encapsulation through configuration.

ACL_THRES 6 Configures ACL policer burst capacity.

ACL_RATE 17 Configures ACL policer rate.

At most, a frame can trigger one ACL policer. ACL policers are enabled by specifying a rate in
ANA_AC_POL:POL_ALL_CFG:POL_ACL_RATE_CFG.ACL_RATE and also enabled by a VCAP IS2 hit.
For more information, see VCAP 1S2, page 62.

The policer burst capacity can be specified with 4K granularity
(ANA_AC_POL:POL_ALL_CFG:POL_ACL_THRES_CFG.ACL_THRES).

The following parameters can also be configured per policer.

+  The leaky bucket calculation can be configured to include or exclude preamble, inter-frame gap and
an optional encapsulation (ANA_AC_POL:POL_ALL_CFG:POL_ACL_CTRL.GAP_VALUE).

»  Traffic with DP level below a certain level can be configured to bypass the policers
(ANA_AC_POL:POL_ALL_CFG:POL_ACL_CTRL.DP_BYPASS_LVL).

»  Each policer can be configured to measure frame rates instead of bit rates
(ANA_AC_POL:POL_ALL_CFG:POL_ACL_CTRL.FRAME_RATE_ENA).

«  Each policer can be configured to operate on frames towards CPU and/or front ports
(ANA_AC_POL:POL_ALL_CFG:POL_ACL_CTRL.ACL_TRAFFIC_TYPE_MASK).

Traffic dropped by an ACL policer can be counted in the ACL statistics block and optionally also in the
port statistic block. For more information, see Analyzer Statistics, page 198.

The following ACL policer debug events are available:

+  Bypass of policer due to pipeline handling can be identified
(ANA_AC_POL:POL_ALL_CFG:POL_STICKY.POL_ACL_PT_BYPASS_STICKY).

*  Bypass of policer due to bypass level can be identified
(ANA_AC_POL:POL_ALL_CFG:POL_STICKY.POL_ACL_BYPASS_STICKY).

»  Dropping of traffic due to ACL policer can be identified
(ANA_AC_POL:POL_ALL_CFG:POL_STICKY.POL_ACL_DROP_STICKY).

« Policers that are active but not closed can be identified
(ANA_AC_POL:POL_ALL_CFG:POL_STICKY.POL_ACL_ACTIVE_STICKY).

For example, to use ACL policers to limit traffic to CPU only, the following configuration is required:

+ SetupaVCAP S2 rule to enable ACL policer 5.

»  Configure ACL policer 5 to only allow 100 frames per second towards CPU: # the rate is 10 times the
configured value ANA_AC_POL:POL_ALL_CFG:POL_ACL_RATE_CFG[5].ACL_RATE =10
ANA_AC_POL:POL_ALL_CFG:POL_ACL_CTRL[5].FRAME_RATE_ENA =1

» Do not accept burst:

ANA_AC_POL:POL_ALL_CFG:POL_ACL_THRES_CFG[5].ACL_THRES =0

*  Only police traffic towards CPU:

ANA_AC_POL:POL_ALL_CFG:POL_ACL_CTRL[5].ACL_TRAFFIC_TYPE_MASK =2
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3.23.2.4 Priority Policing

The configuration parameters for priority policing are listed in the following table.

Table 124 « Priority Policer Table Entry

Field Description

ANA_L2:FWD.QUEUE_DEFAULT_SDLB_ENA Enables priority policers for non-service frames.

ANA_L2:PORT:PORT_DLB_CFG.QUEUE_DLB_IDX Specifies which DLB policers are used for priority policing.

Non-service frames (which ISDX = 0 and ANA_L2:ISDX:DLB_CFG.DLB_IDX = 0) can use the service
policers as priority policers. This is enabled in ANA_L2::FWD_CFG.QUEUE_DEFAULT_SDLB_ENA.
The frame’s ingress port and classified QoS class select the priority policer. The configuration of the
priority policer follows the configuration of the service policers. For more information, see All policers can
be configured to add between —64 and 63 bytes per frame to adjust the counted frame size for inter-
frame gap and/or encapsulation., page 192.

Note that a DLB policer index enabled by VCAP 1S2 action ACL_MACI16] takes precedence over the
priority policing. In that case, the frame is policed by the VCAP selected policer and not the priority
policer.

3.23.2.5 Port Policing

Each port policer entry contains the fields listed in the following table.

Table 125« Port Policer Table Entry

Field Bits Description
TRAFFIC_TYPE_MASK 8 Configures the traffic types to be taken into account by the policer.
FRAME_RATE_ENA 1 Configures frame rate mode for the port policer, where rates are measured

in frames per second instead of bytes per second.

LIMIT_NONCPU_TRAFFIC_ENA 1 Configures how policing affects traffic towards front ports.

LIMIT_CPU_TRAFFIC_ENA 1 Configures how policing affects traffic towards CPU.

CPU_QU_MASK 8 Configures policing of frames to the individual CPU queues for the port
policer (see TRAFFIC_TYPE_MASK).

FC_ENA 1 Configures port policer to trigger flow control.

FC_STATE 1 Current flow control state.

DP_BYPASS LVL 2 Controls the lowest DP level that is taken into account. That is, traffic with
DP below this value is ignored and not policed.

GAP_VALUE 7 Configures the leaky bucket calculation to include or exclude preamble,
inter-frame gap and optional encapsulation through configuration.

PORT_THRESO 6 Configures port policer burst capacity.

PORT_THRES1 6 Configures port policer hysteresis size when a port policer is in flow control
mode (see FC_ENA).

PORT_RATE 17 Configures port policer rate.

Frames applicable for policing are any frames received by the MAC and forwarded to the classifier. Short
frames (less than 148 bytes) with errors, pause frames, or MAC control frames are not forwarded by the
MAC and therefore not accounted for in the policers, That is, they are not policed and do not add to the

rate measured by the policers.

Port policers are enabled by configuring the traffic type to be policed
(ANA_AC_POL:POL_PORT_CTRL:POL_PORT_CFG.TRAFFIC_TYPE_MASK) and specifying a
corresponding rate (ANA_AC_POL:POL_PORT_CFG:POL_PORT_RATE_CFG.PORT_RATE).
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The policer burst capacity can be specified with 4K granularity
(ANA_AC_POL:POL_PORT_CFG:POL_PORT_THRES_CFG_0.PORT_THRESO).

Policing of traffic destined for CPU port or ports can be controlled (in
ANA_AC_POL:POL_PORT_CTRL:POL_PORT_CFG.TRAFFIC_TYPE_MASK(7) = 0 and CPU bypass
mask in ANA_AC_POL:POL_PORT_CTRL:POL_PORT_CFG.CPU_QU_MASK).

Port policers can individually be configured to affect frames towards CPU ports
(ANA_AC_POL:POL_PORT_CTRL:POL_PORT_CFG.LIMIT_CPU_TRAFFIC_ENA) or front ports
(ANA_AC_POL:POL_PORT_CTRL:POL_PORT_CFG.LIMIT_NONCPU_TRAFFIC_ENA).

The port policers can be configured for either serial or parallel operation
(ANA_AC_POL::POL_ALL_CFG.PORT_POL_IN_PARALLEL_ENA):

«  Serial. The policers are checked one after another. If a policer is closed, the frame is discarded and
the subsequent policer buckets are not updated with the frame.

»  Parallel. The policers are working in parallel independently of each other. Each frame is added to a
policer bucket if the policer is open, otherwise the frame is discarded. A frame may be added to one
policer although another policer is closed.

The following parameters can also be configured per policer.

»  The leaky bucket calculation can be configured to include or exclude preamble, inter-frame gap and
an optional encapsulation (ANA_AC_POL:POL_PORT_CTRL:POL_PORT_GAP.GAP_VALUE).

+  Each policer can be configured to measure frame rates instead of bit rates
(ANA_AC_POL:POL_PORT_CTRL:POL_PORT_CFG.FRAME_RATE_ENA).

«  Traffic with DP level below a certain level can be configured to bypass the policers
(ANA_AC_POL:POL_PORT_CTRL:POL_PORT_CFG.DP_BYPASS_LVL).

By default, a policer discards frames (to the affected port type: CPU and/or front port or ports) while the
policer is closed. A discarded frame is not forwarded to any ports (including the CPU).

However, each port policer has the option to run in flow control where the policer instead of discarding
frames instructs the MAC to issue flow control pause frames
(ANA_AC_POL:POL_ALL_CFG:POL_PORT_FC_CFG.FC_ENA). When operating in Flow control mode
it is possible to specify a hysteresis, which controls when the policer can re-open after having closed
(ANA_AC_POL:POL_PORT_CFG:POL_PORT_THRES_CFG_1. PORT_THRES1). The current flow
control state is accessible (ANA_AC_POL:POL_ALL_CFG:POL_PORT_FC_CFG.FC_STATE).

Flow control signaling out of ANA_AC must be enabled
(ANA_AC_POL::POL_ALL_CFG.PORT_FC_ENA).

To improve fairness between small and large frames being policed by the same policer a hysteresis can
be specified for drop mode (ANA_AC_POL:POL_PORT_CFG:
POL_PORT_THRES_CFG_1.PORT_THRES1), which controls when the policer can re-open after
having closed. By setting it to a value larger than the maximum transmission unit, it can be guaranteed
that when the policer opens again, all frames have the same chance of being accepted.

Port policers can be configured operate on logical ports instead of physical ports
(ANA_AC_POL::POL_ALL_CFG.LPORT_POLICE_ENA) and thereby allow policing of aggregated port
bandwidth.

Traffic dropped by a policer can be counted by the port statistic block.
The following port policer debug events are available.

+  Bypass of policer due to pipeline handling can be identified
(ANA_AC_POL:POL_ALL_CFG:POL_STICKY.POL_PORT_PT_BYPASS_STICKY).

*  Bypass of policer due to DP bypass level can be identified
(ANA_AC_POL:POL_ALL_CFG:POL_STICKY.POL_PORT_BYPASS_STICKY).

+  Dropping of traffic towards CPU due to policer can be identified
(ANA_AC_POL:POL_ALL_CFG:POL_STICKY.POL_PORT_DROP_CPU_STICKY).

+ Dropping of traffic towards front port due to policer can be identified
(ANA_AC_POL:POL_ALL_CFG:POL_STICKY.POL_PORT_DROP_FWD_STICKY).

»  Policers that are active but not closed can be identified per policer
(ANA_AC_POL:POL_ALL_CFG:POL_STICKY.POL_PORT_ACTIVE_STICKY).
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»  Policer triggering flow control can be identified
(ANA_AC_POL:POL_ALL_CFG:POL_STICKY.POL_PORT_FC_STICKY).

+  Policer leaving flow control state can be identified
(ANA_AC_POL:POL_ALL_CFG:POL_STICKY.POL_PORT_FC_CLEAR_STICKY).

3.23.2.6 Storm Policing

Each storm policer entry contains the fields in the following table. The fields are all located within the
ANA_AC_POL:POL_ALL_CFG register group.

Table 126 « Storm Policer Table Entry

Field Bits Description

STORM_TRAFFIC_TYPE_MASK 8 Configures the traffic types to be taken into account by the
policer.

STORM_FRAME_RATE_ENA 1 Configures frame rate mode for the ACL policer, where rates are

measured in frames per second instead of bytes per second.
STORM_LIMIT_NONCPU_TRAFFIC_ENA 1 Configures how policing affects traffic towards front ports.

STORM_LIMIT_CPU_TRAFFIC_ENA 1 Configures how policing affects traffic towards CPU.

STORM_CPU_QU_MASK 8 Configures policing of frames to the individual CPU queues for
the port policer (see TRAFFIC_TYPE_MASK).

STORM_GAP_VALUE 7 Configures the leaky bucket calculation to include or exclude
preamble, inter-frame gap and optional encapsulation through
configuration

STORM_THRES 6 Configures storm policer burst capacity.

STORM_RATE 17 Configures storm policer rate.

Frames applicable for policing are any frame received by the MAC and forwarded to the classifier. Short
frames (less than 148 bytes) with errors, pause frames, or MAC control frames are not forwarded by the
MAC and therefore not accounted for in the policers. That is, they are not policed and do not add to the
rate measured by the policers.

Storm policers are enabled by configuring the traffic type to be policed
(POL_STORM_CTRL.STORM_TRAFFIC_TYPE_MASK) and specifying a corresponding rate
(POL_STORM_RATE_CFG.STORM_RATE).

The policer burst capacity can be specified with 4K granularity (POL_STORM_THRES_CFG).

Policing of traffic destined for CPU port or ports can be controlled
(POL_STORM_CTRL.STORM_TRAFFIC_TYPE_MASK(7) = 0 and CPU bypass mask in
POL_STORM_CTRL.STORM_CPU_QU_MASK).

Storm policers can be configured individually to affect frames towards CPU ports
(POL_STORM_CTRL.STORM_LIMIT_CPU_TRAFFIC_ENA) or front ports
(POL_STORM_CTRL.STORM_LIMIT_NONCPU_TRAFFIC_ENA).

The following parameters can also be configured per policer.

+  Leaky bucket calculation can be configured to include or exclude preamble, inter-frame gap, and an
optional encapsulation (POL_ALL_CFG.STORM_GAP_VALUE).

»  Each policer can be configured to measure frame rates instead of bit rates
(POL_STORM_CTRL.STORM_FRAME_RATE_ENA).

Traffic dropped by a storm policer can be counted by the port statistic block.
The following storm policer debug events are available.

»  Dropping of traffic towards CPU due to policer can be identified
(POL_STICKY.POL_STORM_DROP_CPU_STICKY).
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»  Dropping of traffic towards front port due to policer can be identified
(POL_STICKY.POL_STORM_DROP_FWD_STICKY).

»  Policers that are active but not closed can be identified per policer
(POL_STICKY.POL_STORM_ACTIVE_STICKY).

Analyzer Statistics

This section describes how to configure and collect statistics. There are six statistics counter blocks in
the analyzer:

+ Port statistics: Four 40-bit counters available are for each port.

*  Queue statistics: Two 40-bit counters are available for each queue.

*  BUM policer statistics: Six 40-bit counters are available for each BUM policer.

»  ACL policer statistics: Two 40-bit counters are available for each ACL policer.

* Ingress router leg statistics: Eight IPv4 40-bit counters and eight IPv6 40-bit counters are available
for each ingress router leg.

+  Egress router leg statistics: Eight IPv4 40-bit counters and eight IPv6 40-bit counters are available
for each egress router leg.

Counters can be set up to count frames or bytes based on configurable criteria. This is described in the
following sections.

Port Statistics

The following table lists the applicable port statistics registers.

Table 127 « Analyzer Port Statistics Register Overview

Target::Register.Field Description Replication

ANA_AC:STAT_GLOBAL_CFG_PORT.  Configures global event mask per counter. 4
STAT_GLOBAL_EVENT_MASK

ANA_AC:STAT_GLOBAL_CFG_PORT:S Initializes or resets all statistic counters and the sticky bits. 1
TAT_RESET.RESET

ANA_AC:STAT_CNT_CFG_PORT.STAT_ Configures counting of frames with certain priorities. per port x 4
CFG. CFG_PRIO_MASK

ANA_AC:STAT_CNT_CFG_PORT.STAT_ Configures the frame type to be counted. per portx 4
CFG. CFG_CNT_FRM_TYPE

ANA_AC:STAT_CNT_CFG_PORT.STAT_ Configures counting of bytes or frames. per port x 4
CFG. CFG_CNT_BYTE

ANA_AC:STAT_CNT_CFG_PORT.STAT_ Least significant 32 bits. per port x 4
LSB_CNT

ANA_AC:STAT_CNT_CFG_PORT.STAT_ Most significant 8 bits. per port x 4
MSB_CNT

ANA_AC:STAT_CNT_CFG_PORT.STAT_ Sticky bits for counter events. per port

EVENTS_STICKY

The port statistics block allows counting of a wide variety of frame events. These are represented by a
12-bit event mask:

+  Bits 0-3 represent any stick bit contribution from preceding blocks in ANA.
*  Bits 4-7 represent port policer events.
»  Bits 8-11 represent storm and ACL policer events and loopback frames.

The propagation of the event mask from the preceding blocks in the analyzer to ANA_AC is shown in the
following illustration, except for bits 8—11. See
ANA_AC:STAT_GLOBAL_CFG_PORT:STAT_GLOBAL_EVENT_MASK.GLOBAL_EVENT_MASK.
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Figure 45+ Sticky Events Available as Global Events
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Figure 46 »

Note:

The global events [3:0] are typically allocated for detected control frames, frames dropped due to wrong
configuration, frames dropped due to VLAN filtering, and so on.

As an example, a particular event that is normally only of interest during debug, ANA_L2:
STICKY.VLAN_IGNORE_STICKY can be configured to be the global event 0 in
ANA_L2:STICKY_MASK.VLAN_IGNORE_STICKY_MASK(0).

The following illustration shows the configuration and status available for each port statistics counter.

Port Statistics Counters

S %...%e

Port_num e» '
o & S
LT ] |
F& &£
¥y¥o & 9
o0& &7 F
S Y 5L
T ol &
RS A
e & e

Before the statistic counters can be used, they must be initialized to clear all counter values and sticky
bits (ANA_AC:STAT_GLOBAL_CFG_PORT:STAT_RESET.RESET).

For each counter the type of frames that are counted must be configured
(ANA_AC:STAT_CNT_CFG_PORT.STAT_CFG.CFG_CNT_FRM_TYPE).

Frames without any destination are seen by the port statistics block as aborted.

Each counter must be configured whether frames or bytes are counted.
(ANA_AC:STAT_CNT_CFG_PORT.STAT_CFG.CFG_CNT_BYTE).

It is possible to limit counting to certain priorities
(ANA_AC:STAT_CNT_CFG_PORT.STAT_CFG.CFG_PRIO_MASK).

Counter events that can trigger counting can be selected among the global events
(ANA_AC:STAT_GLOBAL_CFG_PORT. STAT_GLOBAL_EVENT_MASK). There is one common event
mask for each of the four counter sets.

Each 40-bit counter consists of an MSB part and an LSB part (ANA_AC:STAT_CNT_CFG_PORT.
STAT_MSB_CNT and ANA_AC:STAT_CNT_CFG_PORT.STAT_LSB_CNT). The MSB part of the
counter is latched to a shadow register when the LSB part is read. As a result, the LSB part must always
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be read first, and the MSB part must be read immediately after the LSB part. When writing to the counter,
the LSB part must be written first, followed by the MSB part.

The following pseudo code shows the port statistics functionality.

for (port_counter_idx = 0; port_counter_idx < 4; port_counter _idx++) {
if
( STAT_CNT_CFG _PORT[frane.igr_port]. STAT_CF{ port_counter_i dx] . CFG_PRI O _MASK[
frame.prio]) {
count = FALSE;
gl obal _event _nmask =
STAT_GLOBAL_EVENT_MASK[ port _count er _i dx] . GLOBAL_EVENT_MASK;
event _nmatch = ( STAT_GLOBAL_EVENT_MASK[ port _count er _i dx] . GLOBAL_EVENT_MASK
&
frame. event _nask) ;
switch
(STAT_CNT_CFG PORT[ frame. i gr_port]. STAT_CFJ port _counter _i dx]. CFG_ CNT_FRM TY
PE) {
case 0xO0:
if (Iframe.error &% !event_match) count = 1;
br eak;
case 0Ox1:
if (!'frame.error && event_match) count = 1;
br eak;
case 0x2:
if (frane.error &% event_match) count = 1;
br eak;
case 0x3:
if (event_match) count = 1;
br eak;
case 0x4:
if (frane.error && !event_match) count = 1;
br eak;
case 0x5:
if (frame.error) count = 1;
br eak;

}

if (count) {
i f
( STAT_CNT_CFG _PORT[ frame. i gr_port]. STAT_CF{J port _counter _i dx]. CFG_CNT_BYTE) {
STAT_xSB_CNT[ port _counter _i dx] += frane. bytes;
} else {
STAT_xSB_CNT[ port _count er _i dx] ++;
}
}
}
}

Example: To set up port counter 3 to count bytes filtered by VLAN ingress filter, the following
configuration is required.

+ Enable VLAN drop events as global event 3:
Set
ANA_L3:L3_STICKY_MASK:VLAN_MSTP_STICKY_MASK|3].VLAN_IGR_FILTER_STICKY_MAS
K=1.

« Initialize counters:
Set ANA_AC:STAT_GLOBAL_CFG_PORT:STAT_RESET.RESET = 1.

»  Set up port counters. For each active Ethernet port:
Set ANA_AC:STAT_CNT_CFG_PORT[port]. STAT_CFG[3].CFG_CNT_FRM_TYPE = 3.
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Set ANA_AC:STAT_CNT_CFG_PORT][port].STAT_CFG[3].CFG_CNT_BYTE =1.

Set ANA_AC:STAT_CNT_CFG_PORT][port].STAT_CFGJ[3].CFG_PRIO_MASK = OxFF.
+  Enable global event 3 as trigger:

Set ANA_AC:STAT_GLOBAL_CFG_PORT[3]. STAT_GLOBAL_EVENT_MASK = 8.

Example: To set up port counter 0 to count frames dropped by port policer, the following configuration is
required.

+  Set up port counters. For each active Ethernet port:
Set ANA_AC:STAT_CNT_CFG_PORT[port].STAT_CFGI[0].CFG_CNT_FRM_TYPE = 3.
Set ANA_AC:STAT_CNT_CFG_PORT][port].STAT_CFG[0].CFG_CNT_BYTE =0.
Set ANA_AC:STAT_CNT_CFG_PORT[port]. STAT_CFG[0].CFG_PRIO_MASK = 0xFF.
+ Enable global event 4 to 7 as trigger:
Set ANA_AC:STAT_GLOBAL_CFG_PORT[0]. STAT_GLOBAL_EVENT_MASK = 0xFO0.

Queue Statistics
The following table lists the applicable queue statistics registers.

Table 128 « Queue Statistics Registers Overview

Target::Register.Field Description Replication
ANA_AC:STAT_GLOBAL_CFG_QUEUE: Configures counting of bytes or frames per 2
STAT_GLOBAL_CFG queue (= port x 8 + iprio).
ANA_AC:STAT_GLOBAL_CFG_QUEUE: Configures global event mask per queue 2
STAT_GLOBAL_EVENT_MASK (= port x 8 + iprio).

ANA_AC:STAT_CNT_CFG_QUEUE.STAT_LSB_CNT Least significant 32 bits of counters per queue. per queue x 2

ANA_AC:STAT_CNT_CFG_QUEUE.STAT_MSB_CNT Most significant 8 bits of counters per queue. per queue x 2

Figure 47

The following illustration shows the configuration and status available for each queue statistics counter.

Queue Statistics

- < <

index = port number < 8 + IPRIO e»

o & A
N S S
/ /
& &
S N
& &
& &

Each counter type must be configured to count either bytes or frames
(ANA_AC:STAT_GLOBAL_CFG_QUEUE: STAT_GLOBAL_CFG.CFG_CNT_BYTE).

ACL events that can trigger counting can be selected among the following events:
+  Count traffic applicable for queue policer, but not discarded

*  Count traffic discarded by queue policer

There is one common event mask for each of the two queue counter types
(ANA_AC:STAT_GLOBAL_CFG_QUEUE:STAT_GLOBAL_EVENT_MASK).

Each 40-bit counter consists of an MSB part and an LSB part
(ANA_AC:STAT_CNT_CFG_QUEUE.STAT_MSB_CNT and
ANA_AC:STAT_CNT_CFG_QUEUE.STAT_LSB_CNT). The MSB part of the counter is latched to a
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shadow register when the LSB part is read. As a result, the LSB part must always be read first, and the
MSB part must be read immediately after the LSB part. When writing to the counter, the MSB part must
be written first, followed by the LSB part.

3.23.3.3 Broadcast, Unicast, Multicast (BUM) Policer Statistics

The following table lists the applicable BUM policer statistics registers.

Table 129 « BUM Policer Statistics Registers Overview

Target::Register.Field Description Replication

ANA_AC:STAT_GLOBAL_CFG_BUM Configures counting bytes or frames per BUM policer 2
: STAT_GLOBAL_CFG index.

ANA_AC:STAT_GLOBAL_CFG_BUM Configures global event mask per BUM policer index. 2
: STAT_GLOBAL_EVENT_MASK

ANA_AC:STAT_CNT_CFG_BUM.ST Least significant 32 bits of counters per BUM policer per BUM policer

AT _LSB_CNT index. index x 2
ANA_AC:STAT_CNT_CFG_BUM.ST Most significant 8 bits of counters per BUM policer index. per BUM policer
AT_MSB_CNT index x 2

The following illustration shows the configuration and status available for each BUM policer.
Figure 48« BUM Policer Statistics
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Each of the two counters in a counter set can be configured to which frames are counted and if bytes or
frames are counted. This configuration is shared among all counter sets.

The BUM event mask supports counting the following frame types:

»  Broadcast traffic discarded by BUM policer

+  Multicast traffic discarded by BUM policer

*  Unicast traffic discarded by BUM policer

»  Broadcast traffic applicable for BUM policer but not discarded
*  Multicast traffic applicable for BUM policer but not discarded
*  Unicast traffic applicable for BUM policer but not discarded

The event mask is configured in ANA_AC:STAT_GLOBAL_CFG_BUM:STAT_GLOBAL_EVENT_MASK.

Each 40-bit counter consists of an MSB part and an LSB part
(ANA_AC:STAT_CNT_CFG_BUM.STAT_MSB_CNT and ANA_AC:STAT_CNT_CFG_
BUM.STAT_LSB_CNT). The MSB part of the counter is latched to a shadow register when the LSB part
is read. As a result, the LSB part must always be read first, and the MSB part must be read immediately
after the LSB part. When writing to the counter, the MSB part must be written first, followed by the LSB
part.
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3.23.3.4 ACL Policer Statistics

The following table lists the applicable ACL policer statistics registers.

Table 130« ACL Policer Statistics Registers Overview

Target::Register.Field Description Replication
ANA_AC:STAT_GLOBAL_CFG_ACL: Configures counting of bytes or frames per ACL 2
STAT_GLOBAL_CFG policer index.

ANA_AC:STAT_GLOBAL_CFG_ACL: Configures global event mask per ACL policer 2
STAT_GLOBAL_EVENT_MASK index.

ANA_AC:STAT_CNT_CFG_ACL.STAT_LSB_ Least significant 32 bits of counters per ACL per ACL policer
CNT policer index. index x 2
ANA_AC:STAT_CNT_CFG_ACL.STAT_MSB_ Most significant 8 bits of counters per ACL policer per ACL policer
CNT index. index x 2

The following illustration shows the configuration and status available for each ACL policer statistics
counter.

Figure 49+ ACL Policer Statistics
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Each counter type must be configured whether bytes or frames are counted
(ANA_AC:STAT_GLOBAL_CFG_ACL: STAT_GLOBAL_CFG.CFG_CNT_BYTE).

ACL events that can trigger counting can be selected among the following events. If an ACL policer is
triggered by an IS2 action, with IS_INNER_ACL = 1, it is termed “inner”. Otherwise, it is termed “outer”.

*  Count CPU traffic applicable for outer ACL policer, but not discarded

+  Count front port traffic applicable for outer ACL policer, but not discarded
*  Count CPU ftraffic discarded by outer ACL policer

«  Count front port traffic discarded by outer ACL policer

*  Count CPU traffic applicable for inner ACL policer, but not discarded

*  Count front port traffic applicable for inner ACL policer, but not discarded
»  Count CPU traffic discarded by inner ACL policer

»  Count front port traffic discarded by inner ACL policer

There is one common event mask for each of the two ACL policer counter types
(ANA_AC:STAT_GLOBAL_CFG_ACL:STAT_GLOBAL_EVENT_MASK).

Each 40-bit counter consists of an MSB part and an LSB part
(ANA_AC:STAT_CNT_CFG_ACL.STAT_MSB_CNT and
ANA_AC:STAT_CNT_CFG_ACL.STAT_LSB_CNT). The MSB part of the counter is latched to a shadow
register when the LSB part is read. As a result, the LSB part must always be read first, and the MSB part
must be read immediately after the LSB part. When writing to the counter, the MSB part must be written
first, followed by the LSB part.
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3.23.3.5 Routing Statistics

The following table lists the applicable routing statistics registers.

Table 131« Analyzer Routing Statistics Registers Overview

Target::Register.Field Description Replication
ANA_AC:STAT_GLOBAL_CFG_IRLEG: Configures counting of bytes or frames per ingress 8
STAT_GLOBAL_CFG router leg counter.

ANA_AC:STAT_GLOBAL_CFG_IRLEG: Configures global event mask per ingress router 8

STAT _GLOBAL_EVENT_MASK leg counter.

ANA_AC:STAT_CNT_CFG_IRLEG.STAT_LSB_ Least significant 32 bits of ingress router leg Per RLEG per
CNT counters. IP_version x 8
ANA_AC:STAT_CNT_CFG_IRLEG.STAT_MSB_ Most significant 8 bits of ingress router leg Per RLEG per
CNT counters. IP_version x 8
ANA_AC:STAT_GLOBAL_CFG_ERLEG: Configures counting of bytes or frames per egress 8
STAT_GLOBAL_CFG router leg counter.

ANA_AC:STAT_GLOBAL_CFG_ERLEG: Configures global event mask per egress router 8

STAT _GLOBAL_EVENT_MASK leg counter.

ANA_AC:STAT_CNT_CFG_ERLEG.STAT_LSB Least significant 32 bits of egress router leg Per RLEG per
_CNT counters. IP_version x 8
ANA_AC:STAT_CNT_CFG_ERLEG.STAT_MSB Most significant 8 bits of egress router leg Per RLEG per
_CNT counters. IP_version x 8

The following illustration shows the configuration and status available for ingress router leg and egress
router leg statistics counter sets. For this device, RLEG_CNT is 64.

Figure 50 » Ingress and Egress Routing Statistics per Router Leg per IP Version
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Each counter type must be configured if bytes or frames are counted
(ANA_AC:STAT_GLOBAL_CFG_IRLEG: STAT_GLOBAL_CFG.CFG_CNT_BYTE and
ANA_AC:STAT_GLOBAL_CFG_ERLEG: STAT_GLOBAL_CFG.CFG_CNT_BYTE)

Ingress router leg counter events that can trigger counting can be selected among the following events:

* acl_discarded - frame applicable for routing but discarded due to VCAP 1S2 ingress discard action
(first VCAP 1S2 lookup with action RT_ENA cleared).

»  received IP unicast traffic - frame applicable for routing (hitting a router leg).

* received IP multicast traffic - frame applicable for routing (hitting a router leg).

* unicast_routed - frame is unicast routed.

*  multicast_routed - frame is multicast routed
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* ip_multicast_rpf_discarded - frame discarded due to failed Reverse Path Forwarding check (frame
not received from configured interface)
* ip_TTL_discarded - frame discarded due to TTL <2.

There is one common event mask for each of the eight IRLEG counter types
(ANA_AC:STAT_GLOBAL_CFG_IRLEG:STAT_GLOBAL_EVENT_MASK).

Egress router leg counter events that can trigger counting can be selected among the following events:

* acl_discarded - frame applicable for routing but discarded due to VCAP IS2 egress discard action
(second VCAP IS2 lookup with action RT_ENA cleared).

* unicast_routed traffic - frame is unicast routed.

*  multicast_routed traffic - frame is multicast routed.

* ip_multicast_switched traffic - frame is bridged within ingress VLAN.

* ip_multicast_TTL_discarded - frame discarded due to TTL less than ERLEG configured TTL value.

There is a common event mask for each of the eight ERLEG counter types
(ANA_AC:STAT_GLOBAL_CFG_ERLEG:STAT_GLOBAL_EVENT_MASK).

Each 40-bit counter consists of an MSB part (ANA_AC:STAT_CNT_CFG_IRLEG.STAT_MSB_CNT or
ANA_AC:STAT_CNT_CFG_ERLEG.STAT_MSB_CNT) and an LSB part
(ANA_AC:STAT_CNT_CFG_IRLEG.STAT_LSB_CNT or
ANA_AC:STAT_CNT_CFG_ERLEG.STAT_LSB_CNT). The MSB part of the counter is latched to a
shadow register when the LSB part is read. As a result, the LSB part must always be read first, and the
MSB part must be read immediately after the LSB part. When writing to the counter, the MSB part must
be written first, followed by the LSB part.

3.234

Analyzer sFlow Sampling

This section describes sFlow sampling. The applicable registers are listed in the following table.

Table 132 « Analyzer sFlow Registers Overview

Target::Register.Field

Description Replication

ANA_AC::PS_COMMON_CFG.SFLOW_ENA

Controls sFlow operation. 1

ANA_AC::PS_COMMON_CFG.SFLOW_SMPL_ID
_IN_STAMP_ENA

Configures sFlow sampler ID (port number) as part 1
of stamp sent to CPU.

ANA_AC::SFLOW_CFG.SFLOW_CPU_QU

Configures CPU extraction queue for sFlow 1
sampled frames.

ANA_AC:SFLOW_CTRL Configures sFlow samplers (rate and type). Per port
ANA_AC::SFLOW_CNT Current sFlow sampler count values. Per port
ANA_AC:PS_STICKY:STICKY Various sticky debug events. 1

ANA_AC:PS_STICKY_MASK:STICKY_MASK

Mask to allow debug events to be counted in port 1
stat block.

sFlow is a standard for monitoring-high speed switched networks through statistical sampling of incoming
and outgoing frames. Each port in the device can be set up as an sFlow agent monitoring the particular
link and generating sFlow data. If a frame is sFlow sampled, it is copied to the sFlow CPU extraction
queue (ANA_AC::SFLOW_CFG.SFLOW_CPU_QU).

An sFlow agent is configured through ANA_AC::SFLOW_CFG with the following options:

« SFLOW_SAMPLE_RATE specifies the probability that the sampler copies a frame to the CPU. Each
frame being candidate for the sampler has the same probability of being sampled. The probability is

set in steps of 1/32768.

+ SFLOW_DIR_SEL(0) enables incoming frames on the port as candidates for the sampler.

+ SFLOW_DIR_SEL(1) enables outgoing frames on the port as candidates for the sampler. When Tx
sampling is used, the Sample ID must be set in the sFlow stamp to enable the CPU to determine the
sFlow sampler sampled by the frame
(ANA_AC::PS_COMMON_CFG.SFLOW_SMPLE_ID_IN_STAMP_ENA).
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Rx and Tx sampling can be enabled independently. If both are enabled, all incoming and outgoing traffic
on the port is subject to the statistical sampling given by the rate in SFLOW_SAMPLE_RATE.

sFlow sample candidate sent to the CPU is sent with IFH.FWD.SFLOW_MARKING set and with FCS
updated as shown in the following illustration.

sFlow Stamp Format in FCS
Without sample ID in stamp

SAMPLE
FRAME_FWD_CNT CNT

31 8 0 :bit position

With sample ID in stamp

SAMPLE SAMPLE
D FRAME_FWD_CNT CNT

31 26 8 0 :bit position

SAMPLE_CNT is incremented for each sample sent to CPU by the sFlow sampler.
FRAME_FWD_CNT is incremented whenever the frames are applicable for an sFlow sampler.

A variety of sticky events allows debug of the sFlow setup. These events can furthermore be counted in
the port statistics block by enabling the corresponding *_MASK. The following events are reported (in
ANA_AC:PS_STICKY:STICKY).

+  sFlow candidate was found (ANA_AC:PS_STICKY:STICKY.SFLOW_CAND_STICKY).

»  sFlow source sample was sent to CPU
(ANA_AC:PS_STICKY:STICKY.SFLOW_SRC_SAMPLE_STICKY).

» sFlow destination sample was sent to CPU
(ANA_AC:PS_STICKY:STICKY.SFLOW_DST_SAMPLE_STICKY).

Current sample count and sample candidate count numbers are available
(ANA_AC::SFLOW_CNT.SFLOW_SAMPLE_CNT and
ANA_AC::SFLOW_CNT.SFLOW_FRAME_FWD_CNT).

These events can all be counted in the statistics block by enabling the corresponding *STICKY_MASK
found in register group ANA_AC:PS_STICKY_MASK:STICKY_MASK]|Xx].
(ANA_AC:PS_STICKY_MASK:STICKY_MASK.SFLOW_CAND_STICKY_MASK,
ANA_AC:PS_STICKY_MASK:STICKY_MASK.SFLOW_DST_SAMPLE_STICKY_MASK,
ANA_AC:PS_STICKY_MASK:STICKY_MASK.SFLOW_SRC_SAMPLE_STICKY_MASK and
ANA_AC:PS_STICKY_MASK:STICKY_MASK.SFLOW_SAMPLE_STICKY_MASK).

Mirroring

This section describes how to configure mirroring. The following table lists the applicable registers.

Table 133« ANA_AC Mirror Registers Overview

Target::Register.Field Description Replication
ANA_AC:MIRROR_PROBE:PROBE Configures whether to probe ingress traffic, egress traffic, or 3
_CFG.PROBE_DIRECTION both.

ANA_AC:MIRROR_PROBE:PROBE Configures MAC address filtering i.e. only traffic to and/or from 3
_CFG.PROBE_MAC_MODE hosts known in to MAC table with the mirror bit set are mirrored.
ANA_AC:MIRROR_PROBE:PROBE Configures VLAN filtering. That is, only traffic with a specific VID 3
_CFG.PROBE_VLAN_MODE or with VLAN entry mirror bit set are mirrored.
ANA_AC:MIRROR_PROBE:PROBE Configures VID when PROBE_VLAN_MODE is set to probe 3
_CFG.PROBE_VID VID.

ANA_AC:MIRROR_PROBE:PROBE Configures mirroring of traffic to specific CPU ports. 3

_CFG.PROBE_CPU_SET
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Table 133« ANA_AC Mirror Registers Overview (continued)

Target::Register.Field Description Replication

ANA_AC:MIRROR_PROBE:PROBE Configures if Rx mirroring mirrors physical or masqueraded port. 3
_CFG.PROBE_PHYS_RX_PORT

ANA_AC:MIRROR_PROBE:PROBE Configures Rx mirror mask for CPU ports and VD ports. 3

_CFG.PROBE_RX_CPU_AND_VD

ANA_AC:MIRROR_PROBE:PROBE Configures mirroring of the ingress ports for 3

_PORT_CFG PROBE_DIRECTION = RX_MIRROR and/or the set of egress
ports for PROBE_DIRECTION = TX_MIRROR.

ANA_AC:MIRROR_PROBE:PROBE See PROBE_PORT_CFG. 3

_PORT_CFG1

QFWD:SYSTEM:FRAME_COPY_  Configures forwarding options per probe. 3

CFGI[9-11]

To debug network problems, selected traffic can be mirrored using configurable probes, to a mirror port
where a frame analyzer can be attached to analyze the frame flow.

The device has three independent mirroring probes. Each probe can be configured with a separate set of
filtering conditions that must be fulfilled before traffic is mirrored. If multiple filtering conditions are
enabled for a given probe they must all be fulfilled before mirroring occurs. For example, mirror probe 1
can be set up to only Rx mirror traffic from a given host in a specific VLAN, whereas probe 2 can be set
up to mirror frames matching criteria in VCAP 1S2. If a frame is mirrored by more than one mirror probe,
the highest numbered probe is selected. This implies that only one mirror copy is made per frame, even
if multiple probes are active.

The following traffic mirror conditions can be configured per probe:

» All frames received on a given port, also known as ingress mirroring (enabled in
ANA_AC:MIRROR_PROBE[x].PROBE_CFG.PROBE_DIRECTION(1) = 1 and ports to be RX
mirrored set in ANA_AC:MIRROR_PROBE[x].PROBE_PORT_CFG)

+  All frames transmitted on a given port, also known as egress mirroring (enabled in
ANA_AC:MIRROR_PROBE[x].PROBE_CFG.PROBE_DIRECTION(0) = 1 and ports to be TX
mirrored set in ANA_AC:MIRROR_PROBE[x].PROBE_PORT_CFG)

+ All frames sent to a specific CPU port (may be useful for software debugging) (enabled in
ANA_AC:MIRROR_PROBE[x].PROBE_CFG.PROBE_DIRECTION(0) = 1 and CPU ports to be
mirrored set in ANA_AC:MIRROR_PROBE[x].PROBE_CFG.PROBE_CPU_SET)

«  All frames classified to specific a VID (enabled in ANA_AC:MIRROR_PROBE[x]. PROBE_CFG.
PROBE_VLAN_MODE == 2 and VID set in
ANA_AC:MIRROR_PROBE[x].PROBE_CFG.PROBE_VID)

»  All frames classified to VLANs with VLAN->VLAN_MIRROR_ENA set (enabled in
ANA_AC:MIRROR_PROBE[x].PROBE_CFG.PROBE_VLAN_MODE== 1).

*  All frames received from a known station with MAC->MIRROR set (enabled in
ANA_AC:MIRROR_PROBE[x].PROBE_CFG.PROBE_MAC_MODE(1)= 1).

« All frames send to a known station with MAC->MIRROR set (enabled in
ANA_AC:MIRROR_PROBE[x].PROBE_CFG. PROBE_MAC_MODE(0) = 1). This can also be
flooded traffic (enabled via ANA_L2::FWD_CFG.FLOOD_MIRROR_ENA).

*  Frames selected through configured VCAP entries (enabled by VCAP IS2 action
MIRROR_PROBE). For such frames, the only other applicable mirror criteria is
PROBE_DIRECTION.

«  All frames received from CPU, also known as CPU ingress mirroring (enabled in
ANA_AC:MIRROR_PROBE[x].PROBE_CFG.PROBE_DIRECTION(1) = 1 and CPU ports to be RX
mirrored set in ANA_AC:MIRROR_PROBE[x].PROBE_RX_CPU_AND_VD).

The mirror port configured per probe (QFWD:SYSTEM:FRAME_COPY_CFG[8-11]) can be any port on

the device, including the CPU.

Rx-mirrored traffic sent to the mirror port is sent as received optionally with an additional Q-tag (enabled
in REW::MIRROR_PROBE_CFG.REMOTE_MIRROR_CFG).

VMDS-10492 VSC7440 Datasheet Revision 4.2 207



Functional Descriptions

& Microsemi

a A8\ MicrocHiP company

Tx-mirrored traffic sent to the mirror port is modified according to a configured Tx port
(REW:COMMON:MIRROR_PROBE_CFG.MIRROR_TX_PORT) optionally with an additional Q-tag
(enabled in REW::MIRROR_PROBE_CFG.REMOTE_MIRROR_CFG).

For information about possible rewriter options for mirrored frames, see Mirror Frames, page 269.
Example: Ingress port mirroring in specific VLAN

All traffic only in VLAN 3 from host B on port 3 (the probe port) is mirrored to port 11 (the mirror port)
using probe 1, as shown in the following illustration.

Figure 52 « Ingress Mirroring in Specific VLAN

VLAN 3

VLAN 2

Host A Host B Host C Network Analyzer

The following configuration is required:

+  Enable RX mirroring on port 3:
ANA_AC:MIRROR_PROBE[1].PROBE_CFG.PROBE_DIRECTION = 2 (= Rx only)
ANA_AC:MIRROR_PROBE[1].PROBE_PORT_CFG = 0x8 (port 3)

«  Enable VID filtering:
ANA_AC:MIRROR_PROBE[1].PROBE_CFG.PROBE_VLAN_MODE = 2
ANA_AC:MIRROR_PROBE[1].PROBE_CFG. PROBE_VID =3

»  Setup mirror port: QFWD:SYSTEM:FRAME_COPY_CFG[10].FRMC_PORT_VAL 11

3.24 Shared Queue System and Hierarchical Scheduler

The device includes a shared queue system with a per-port ingress queue and 3,358 shared egress
queues. The shared queue system has 8 megabits of buffer. It receives frames from 15 ports, stores
them in a shared packet memory, and transmits them towards 15 destination ports. The first 11 ports are
assigned directly to a specific front port, whereas the last four ports are internal ports.

Table 134 « Port Definitions in Shared Queue System

Ports Connection

0-8 Front port, maximum bandwidth is 1 Gbps or 2.5 Gbps.

9-10 Front port, maximum bandwidth is 10 Gbps.

11 —-12  Frame injection and extraction CPU ports. The CPU connects these ports to DMA logic or to a register
interface.

13 IP multicast loopback port (VDO).
When the queue system is requested to transmit to VDO, it generates multiple copies. All copies are,
outside the queue system, looped back into the analyzer. The rewriter changes the ingress port number to
VDO before the loop. The analyzer generates a routed version of each of the frame copies coming from
VvDO.
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Table 134 « Port Definitions in Shared Queue System (continued)

Ports

Connection

14

AFI loopback port (VD1).

When the queue system is requested to send to VD1, it sends the request to the AFI. The AFI stores the
request and can be configured to transmit the frame to any port in a programmed schedule. The AFI can
transmit the frame to any of the egress ports. If VD1 is selected as destination by the AFI, the frame is
looped back into the analyzer.

The following illustration provides an overview of shared queue system.

Figure 53« Shared Queue System Block Diagram
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Frames are stored in the packet memory and linked into the ingress queue for the logical source port
along with the analyzer result.

The analyzer result is then processed by a frame forwarder, frame by frame. Each of the frame
transmission requests are added to an egress queue in the queue system attached to a specific egress
port. A transmission request can be a normal switching request to another port, a mirror copy, for
stacking updates, and for a CPU connected to one of the egress ports. For VDO, it can do multiple copies
of the request. The frame forwarder can also request that a specific frame copy be discarded.

The frame forwarder is efficient, because only frame references are switched, giving a forwarding
bandwidth in the range of 67 Gbps (64 byte frames) to 2 terabits (Tbps) (1,518 byte frames). The frame
data itself is not moved within the queue system.

The forwarding request is passed through a queue mapper, which then selects an egress queue based
on the classified properties of the frame. For example, a simple switch may use the classified QoS class
only and an advanced carrier switch may use MPLS-classified traffic class (TC).

A congestion control system can decide to discard some or all copies of the frame. This decision is
based on consumption per QoS level. The queue mapper can be configured to change the drop decision
using a congestion control mechanism based on queue sizes rather than only QoS class.

Each destination port has a part of the total shared queue pool attached. Transmission is scheduled
towards the destination ports through a hierarchical scheduling system, where all queues belonging to
each port are arbitrated. On the way out, frames pass through the rewriter where the frame data can be
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modified due to, for instance, routing, MPLS encapsulation, or tagging. The queue system does not
change the original frame data.

An ingress port operates in one of three basic modes: drop mode, port flow control, or priority-based flow
control. The following table lists the modes and flow definitions.

Table 135« Ingress Port Modes

Mode

Flow

Drop mode (DROP)

The link partner is unaware of congestion and all frames received by the port are evaluated
by the congestion control function where copies of the frame can be discarded.

Port flow control (FC)

The link partner is informed through pause frames (full-duplex) or collisions (half-duplex)
that the port cannot accept more data. If the link partner obeys the pause requests, no
incoming data is discarded by the port. If the pause frames are disobeyed by the link
partner, the buffer control function in the queue system discards data before it reaches the
ingress queues.

Priority-based flow
control (PFC)

The link partner is informed about which QoS classes in the queue system are congested
and the link partner should stop scheduling more frames belonging to these QoS classes. If
the pause frames are disobeyed by the link partner, the buffer control function in the queue
system discards data before it reaches the ingress queues.

3.241 Analyzer Result

The analyzer provides required information for switching frames in the shared queue system. The
following table lists the information provided and a general description of the purpose.

Table 136 « Analyzer Result

Group

Field Function

Destination selection

Destination set Set of ports to receive a normal switched copy.

Destination selection

CPU queue mask Set of CPU queues to receive a copy.

Destination selection Mirror Requests mirror copy.

Destination selection  Learn all Requests learn copy to stack ports.

Congestion control Drop mode This particular frame can be dropped even if ingress port is setup for
flow control.

Congestion control DP Drop precedence level.

Congestion control Priorities Ingress resource priority of the frame. Four classified classes are

provided from the analyzer: QoS, PCP, COSID, and TC. All values
between 0 and 7.

Queue mapping SP Super priority frame.

Queue mapping QGRP Queue group for service-based egress queuing.

Statistics OAM type Service counters can be configured to only count certain OAM frame
types.

3.24.2 Buffer Control

Frames are stored in a shared packet memory bank, which contains 5,952 words of 176 bytes each. A
memory manager controls which words the packet writer uses to store a frame.

With proper configuration, the packet memory bank always has a free word available for incoming
frames. There are configurable thresholds for triggering pause frame requests on ports enabled for flow
control and for discarding frames due to too large memory use when for instance pause frames are
disobeyed by the link partner.
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Frames discarded at this stage are discarded without considering the frame’s destination ports. This kind
of discarding is called tail dropping. It is an indication of head-of-line blocking and is not usually desired.
For information about how it can be avoided by properly configuring the congestion control system, see
Congestion Control, page 213.

The pause frame and discard mechanisms are activated when a threshold for the individual port’s
memory use is reached and when a threshold for the total use of memory is reached.

The following table lists the configuration registers involved in the buffer control.

Table 137 « Buffer Control Registers Overview

Register Description Replication

QSYS::ATOP Maximum allowed memory use for a port before tail droppingis  Per port
activated.

QSYS::ATOP_TOT_CFG Total memory use before tail dropping can be activated. None

QSYS::PAUSE_CFG Thresholds for when to start and stop port flow control based on  Per port
memory use by the port.

QSYS::PAUSE_TOT_CFG Total memory use before flow control is activated. None

QFWD::SWITCH_PORT_MODE Enable drop mode for a port. Per port

The following table lists available status information.

Table 138 « Buffer Status Registers Overview

Register Description Replication

QSYS::MMGT_PORT_USE Current consumption for a specific port None

QSYS::MMGT_PORT_VIEW Selection of port to show usage for None

QSYS:MMGT Number of free words in packet memory None
3.24.3 Forwarding

The frame forwarder processes frames at the head of the per-port ingress queues by adding references
to the egress queues for each of the frames’ destination ports. The references points from the egress
queues to the stored frames. The forwarder can add from 78 million to 156 million references per second.

The ingress queues are selected by a weighted round-robin search, where the weights are configured in
QFWD::SWITCH_PORT_MODE.FWD_URGENCY.

Each frame is processed as either a drop-mode frame or a flow control frame, which influences how the
congestion control works. For a drop-mode frame, the congestion control can discard frame copies while
for a flow control frame, it lets the frame stay at the head of the ingress queue blocking further processing
of frames from the port until the congestion situation is over. A frame is processed as a drop-mode frame
if one of the following conditions is met:

* The ingress port is configured to be an ingress drop port.
*  The egress port is configured to be an egress drop port.
*  The frame itself is analyzed to be a drop frame.

In terms of discarding frames, the forwarder can work in an ingress-focused statistics mode or an egress-
focused statistics mode. The mode is configured per ingress port in QFWD::STAT_CNT_CFG.

In the ingress-focused mode, a frame can be discarded towards multiple destinations simultaneously.
The discard statistics is only incremented if the frame is discarded towards all destinations.

In the egress-focused mode, the discard statistics is incremented for each copy of the frame being
discarded at the expense of the forwarder only discarding one frame copy per cycle. As a result, the
forwarder can become oversubscribed. For example, if two 10G ports are multicasting 64-byte frames at
wire-speed to ten destinations, the total amount of frame copies per second is 20 x 10
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frames/(8 x (64 + 20) ns) = 1,523 million frames per second. The forwarder can at maximum process
156 million frames per second. As a consequence, the ingress queues fill up and tail dropping is
inevitable.

The highlights of the modes are listed in the following table.

Statistics Modes

Statistics Mode Operation

Ingress-focused A frame switched to N ports and discarded to M ports will update the discard statistics for the
ingress port by one, only if N = 0 and M >0. The forwarder will use N cycles to process the
frame.

Egress-focused A frame switched to N ports and discarded to M ports will update the discard statistics for the M

egress ports by one. The forwarder will use N+M cycles to process the frame.

3.24.3.1

Forward Pressure

The worst-case switching capacity in the frame forwarder is 78 million frames per second. This
corresponds to 52 Gbps line rate with minimum-sized frames.

However, if a large share of these frames have multiple destinations, and are all close to the 64 byte
minimum frame size, the processing speed is insufficient to process the destination copy one at a time.
The consequence is that the ingress queues start to fill. The ingress queues contain both high and low
priority traffic, unicast, and multicast frames. To avoid head-of-line blocking effects from the ingress
queues filling up and eventually leading to tail dropping, a forward pressure system is in place. It can
discard frame copies based on the size of the ingress queues. Forward pressure is configured in the
QSYS::FWD_PRESSURE registers, where each port is allowed only a certain number of copies per
frame if the number of pending transmit-requests in the port’s ingress queue exceeds a threshold.

The following table lists the registers associated with configuring forward pressure.

Table 140 « Forward Pressure Configuration Registers Overview

Register Description Replication
QSYS::FWD_PRESSURE.FWD_PRESSURE Configures forwarding pressure limits per port. Per port
QSYS:MMGT_IQ_STAT Returns current ingress queue size. Per port

QFWD::FWD_PRESSURE.FWD_PRESS_DROP Counts number of frame copies discarded due to  None

_CNT

this feature. Value is total discards for all ports in
common.

3.24.3.2 Destination Selection

The forwarder adds references to the egress queues by evaluating the destination selection information
shown in the following table from the analyzer.

Table 141 « Analyzer Destination Selection

Field Function
Destination set Set of ports to receive a normal switched copy.
All ports except the internal extraction ports have a bit in this mask.
CPUQ Set of CPU queues to receive a copy.
Mirror Request mirror copy.
Learn all Request learn copy to stack ports.

The destination set selects specific egress ports, and the CPUQ, mirror, and learn-all fields are indirect
frame destinations and must be translated to transmit requests through the frame copy configuration
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table. The table provides a specific egress port and QoS class to use in congestion control. The table is
accessed through the QFWD::FRAME_COPY_CFG register.

The following illustration shows the translation of transmit requests.

Figure 54 « Translation of Transmit Requests

Egress ports from destination set
—CPU queues

T~

Mirror reques

Translate
requests to
egress ports

Egress ports—
LearnAll request

The CPUQ field instructs which of the eight CPU extraction queues should get a copy of this frame. Each
queue in the queue system is translated into either one of the two internal CPU ports or to a front port.
The egress QoS class can be set to the same value as the ingress QoS class or to a specific value per
CPU extraction queue. A super priority can also be used. For more information, see Super Priorities,
page 229.

The mirror field is the mirror probe number, which is set by the analyzer if the frame must be mirrored.
There are three mirror probes available, and for each of the probes, associated egress port and egress
QoS class can be set by the translation table.

Finally, if the learn-all field is set, the frame should also be forwarded to the stacking links. It is selectable
to forward the frame to either of the two stacking links or to both, depending on the stacking topology.

The following table lists the configuration registers associated with the forwarding function.

Table 142 « Frame Forwarder Registers Overview

Register Description Replication

QFWD::SWITCH_PORT_MODE Enables forwarding to/from port. Per port
Forwarding speed configuration.
Drop mode setting.

QFWD::FRAME_COPY_CFG Translates CPUQ/mirror/learn all to enqueuing requests. 12

QFWD::FRAME_COPY_LRNA  Learn All frame copy extra port. None

QFWD::CPUQ_DISCARD Disables enqueuing to specific CPU queues. None

QSYS::FWD_PRESSURE Configures forwarding pressure limits per port. Per port

QFWD::MIRROR_CFG Configures whether discarded copies should still generate a mirror None
copy.

3.24.4 Congestion Control

The buffer control can only guarantee that no ingress port consumes more than a certain amount of
memory. Discards made by the buffer control are tail drops. The congestion control is more advanced in
that it facilitates intelligent discard where only frames belonging to a congested flow are discarded.

If the forwarder finds that some frame copies are made to a congested flow, it discards the copies (drop-
mode frames) or lets the copies block further processing of the ingress queue (flow control ports).
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The congestion control information from the analyzer result involved in the congestion control is listed in
the following table.

Table 143 « Analyzer Congestion Results

Field Function

Drop mode This frame can be dropped even if port is setup for flow control. This function is mainly used by the
analyzer for stacking use where the ingress unit's source port determines how congestion should
be handled.

DP Drop precedence level. A value 0-3, telling how yellow the frame is.

QoS class Frame’s ingress QoS class

Figure 55 «

The current consumption of resources in the congestion controller is updated when a reference is added
to one of the egress queues. The congestion controller tracks four different resources:

* Ingress packet memory consumption. Each frame uses a number of 176-byte words.

»  Egress packet memory consumption. Each frame uses a number of 176-byte words.

* Ingress frame reference consumption. Each frame uses one frame reference per frame copy.
»  Egress frame reference consumption. Each uses one frame reference per frame copy.

There are 5,952 memory words and 5,952 frame references in total.

The accounting is done based on QoS classes and port numbers. Each account has a threshold
specifying how many resources the account is permitted to consume. The accounts are as follows:

»  Consumption per port per QoS class. This is a reservation account.

+  Consumption per port. A frame does not consume resources from this account before the resources
belonging to the previous account are consumed. This is a reservation account.

»  Consumption per QoS class. A frame does not consume resources from this account before the
resources belonging to the previous two accounts are consumed. This is a sharing account.

»  Consumption in addition to the above. A frame does not consume from this account before the
resources belonging to the previous three accounts are consumed. This is a sharing account.

The congestion controller updates an accounting sheet with the listed accounts for each of the tracked
resources.

The following illustration shows reservation accounts for the packet memory accounting sheets when a
700-byte frame from port 0 forwarded to ports 1 and 5 with QoS class 2 is added. The frame size
requires the use of five words in the packet memory. The account for ingress port 0, QoS class 2 is
reserved three words. Before the frame is added, it is checked if the account was fully utilized. If the
account was not fully used, the frame is allowed into the queue system. After the frame is added, the
account is updated with the five words and therefore uses two more than was reserved. These are
consumed from the port account. The port account is reserved 0 words and the added two words
therefore also close the port account. This affects further frame reception.

In the egress side, there are no words reserved for the account per port, per QoS class. The port account
for port 1 is reserved 8 words and 0 for port 5.

Accounting Sheet Example

Packet memory, ingress user Packet memory, egress user
Priority |0[1[2[3|4|5|6|7|P Priority |0(1/2|/3|4|5|6|7 P
Port Port
5 2
o 3 0 0 . :
1 1 0 3
5 5
2 0 0
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For PFC purposes, the congestion controller contains an additional accounting sheet of the ingress
memory consumption. The sheet has its own set of thresholds. The result of the accounting is whether to
send PFC pause frames towards the link partner.

The combined rule for allowing a frame copy is if both of the following are true:

»  Either ingress or egress memory evaluation must allow the frame copy.
«  Either the ingress or egress reference evaluation must allow the frame copy.

When the reserved accounts are closed, the shared accounts spanning multiple ports are checked.
There are various rules for regarding these accounts as open or closed. These rules are explained in the
following through three major resource modes, which the congestion controller is intended to be used in.

Figure 56 «

Reserved and Shared Resource Overview
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3.24.4.1

Figure 57 «
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The resource modes are defined by the way the shared resources are distributed between classes of
frames. Note, that there are many options for configuring a different resource mode than the modes

described in the following. This is outside the scope of this document.

Strict Priority Sharing

This resource mode considers higher QoS classes as more important than lower QoS classes. The
shared area is one big pool shared between all QoS classes. Eight thresholds define the limit for each of
the eight QoS classes. If the total consumption by all QoS classes exceeds one of the thresholds, the
account associated with the particular QoS class is closed.

Strict Priority Sharing

———————————— QoS class 7 limit:

———————————— QoS class 6 limit:

———————————— QoS class 5 limit:
———————————— QoS class 4 limit

QoS class 3 limit:

———————————— QoS class 2 limit:
———————————— QoS class 1 limit:

———————————— QoS class 0 limit:

Consumption——p»
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One important property of this mode is that higher QoS classes can block lower QoS classes. A
congested flow with a high QoS class uses all of the shared resources up to its threshold setting and
frame with lower QoS classes are thus affected (lower burst capacity).

The following table shows the configuration settings for strict priority sharing mode.

Table 144 « Strict Priority Sharing Configuration Settings

Configuration

Setting

Reservation thresholds

These can be set to any desired value. The amount set aside for each account should
be subtracted from the overall resource size, before the sharing thresholds are set up.

Ingress QoS class thresholds

Levels at which each QoS class should start to reject further enqueuing. Frames with

multiple destinations are only accounted once because they are physically only
stored once.

Ingress color thresholds

Set to their maximum value to disable. The color is not considered in this mode.

WRED group memberships

Disable all.

Egress sharing thresholds

Set all to 0, because only use ingress sharing control is . Egress would account for
multiple copies, which is not intended.

QoS reservation
(QRES::RES_QOS_MODE)

Disable for all. No shared resources are set aside per QoS class.

3.24.4.2 Per Priority Sharing

This mode sets aside some memory for each QoS class and can in addition have an amount of memory
reserved for green traffic only. This mode operates on ingress resources, in order to utilize that frames
with multiple destinations are only stored once.

Figure 58 « Per Priority Sharing

———DP=0 limit

______ DP=1 limit esoWr®

______ DP=2 limit s\'\é\Dd =

—————— DP=3 limit
o ~— N 3] < 0 © ™~
o | o | o 0 @ a2 3 7
7] 7] 1] 1] ] @ 2 &
S| 8|8 8| 8|8|28| 8%
c | ©| © &) o O © o
|l ololo|lo|o|ox
3 el ) o [e) o o] o]
g|cd|G|c|oc|C|C|C

The following table shows the configuration settings for per priority sharing mode.

Table 145 « Per Priority Sharing Configuration Settings

Configuration

Setting

Reservation thresholds

These can be set to any desired value, except for ingress per port reservation. The
algorithm requires these to be zeroed.

Ingress QoS class thresholds

Set to amount of shared memory which should be set aside for each QoS class. The
sum of all these should not exceed the amount of memory left after all the
reservations has been subtracted.

Ingress color thresholds

Subtracting all reservations including QoS class shared areas may end up in some
unused memory. Set the color thresholds to various levels to guarantee more space
the greener.

WRED group memberships

Disable all.

Egress sharing thresholds

Set all to 0, as we only use ingress sharing control. Egress would account for
multiple copies, which is not intended.
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Table 145 « Per Priority Sharing Configuration Settings (continued)

Configuration Setting

QoS reservation Enable for all.
(QRES::RES_QOS_MODE)

3.24.4.3 Weighted Random Early Discard (WRED) Sharing

In this mode, the shared resource accounts close at random. A high consumption gives a high probability
of discarding a frame. This sharing method only operates on the egress memory consumption.

There are three WRED groups, each having a number of ports assigned to it. Each WRED group
contains 24 WRED profiles; one per QoS class and per DP = 1, 2, 3. Each WRED profile defines a
threshold for drop probability 0% and a threshold for drop probability 100%. Frames with DP = 0 value
are considered green and have no WRED profile. Green frames should always be allowed.

Memory consumptions within a WRED group are tracked per QoS class, but across DP levels, however,
green frames affect the drop probability of yellow frames.

The WRED groups with each eight QoS classes are shown in the following illustration. It is also possible
to use fewer groups or different sizes for each QoS classes.

Figure 59 « WRED Sharing
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The following illustration shows an example of the WRED profiles for a QoS class within a WRED group.
Thresholds are shown for DP = 2 only.

Figure 60« WRED Profiles
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The WRED sharing is operating as an egress algorithm. The following table shows the configuration
setting.

Table 146 «+ WRED Sharing Configuration

Configuration Setting

Reservation thresholds These can be set to any desired value, except for ingress per port reservation. The

algorithm requires these to be zeroed.
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Table 146 «+ WRED Sharing Configuration (continued)

Configuration Setting

Ingress priority thresholds Set to their maximum value, as the QoS classes should not have any sharing across
WRED groups.

Ingress color thresholds Set to their maximum.

WRED group memberships  Set to define the WRED groups. For each group, define as well the up to 24 WRED
profiles (per QoS class and DP level)

Egress sharing thresholds Set the QoS class thresholds to the highest possible consumption before any profile
hits 100% probability. The color thresholds can then operate on the remainder of the
resource in control and can all be set to the same value, allowing use of all the
remaining. A discard due to the WRED profile takes precedence over other sharing
states, so the area outside the group sections is only available for green traffic.

QoS reservation Disable for all.
(QRES::RES_QOS_MODE)

3.24.4.4 Priority-Based Flow Control

There is a fifth accounting scheme for the pending frames. It operates on ingress memory use, but has
the same set of thresholds as the other account systems. The output from that system is however not
used for stopping/discarding frame copies, but for requesting the port to transmit pause flow control
frames for the involved priorities. The threshold levels here should be configured in a way so that the
blocking thresholds cannot be reached during the trailing amount of data.

3.24.4.5 Threshold Configuration

There is a large number of thresholds for the reservations described. They are all found in the
QRES::RES_CFG register, which is replicated approximately 5,120 times.

Table 147 « Threshold Configuration Overview

QRES::RES_CFG Replication Description

0-119 Ingress memory reservation for port P priority Q accessed at index 8P + Q.

496 - 503 Ingress memory shared priority threshold for priority Q accessed at index 496 + Q.

508 - 511 Ingress memory shared threshold for DP levels 1, 2, 3, and 0.

512 - 526 Ingress memory reservation for port P, shared between priorities, accessed at index
512+ P.

1,024 — 2,047 Ingress reference thresholds. Same organization as for ingress memory, but added
offset 1,024.

2,048 - 3,071 Egress memory thresholds. Same organization as for ingress memory, but added
offset 2,048.

3,072 - 4,095 Egress reference thresholds. Same organization as for ingress memory, but added
offset 3,072.

4,096 - 5,119 PFC memory thresholds, operating on ingress memory use. PFC is activated when

no memory left according to these thresholds. Same organization as the ingress
stop thresholds, but added offset 4,096.

The following table lists other registers involved in congestion control.

Table 148 « Congestion Control Registers Overview

Register Description

QRES::RES_STAT (replicated same  Returns maximum value the corresponding threshold has been compared
way as RES_CFQG) with.
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Table 148 « Congestion Control Registers Overview (continued)

Register Description

QRES::RES_STAT_CUR (replicated  Returns current value this threshold is being compared with.
as RES_CFQG)

QRES::WRED_PROFILE (72 profiles) Profile description. There are 3 (grp) x 3 (DP) x 8 (prio) profiles.

QRES::WRED_GROUP WRED group membership configuration per port.

QRES::PFC_CFG Enable PFC per port.

QRES::RES_QOS_MODE Enable QoS reservation for QoS classes.

QFWD::SWITCH_PORT_MODE Controls whether yellow traffic can use reserved space (YEL_RSVD). Allows

ports to use shared space (IGR_NO_SHARING, EGR_NO_SHARING).

3.24.4.6 Frame Forwarder Monitoring

The performance of the frame forwarder can be monitored through the registers listed in the following
table.

Table 149 « Frame Forwarder Monitoring Registers Overview

Register Description

QFWD::FWD_DROP_EVENTS Sticky bits per port telling if drops from each individual ingress port
occurred.

QFWD::FWD_CPU_DROP_CNT Counts number of frames not forwarded to the CPU due to congestion.

QFWD::FWD_STAT_CNT Counts number of frame copies added to the egress queues in total.

QFWD::FWD_PRESS_DROP_CNT  Counts number of frame copies discarded due to forward pressure.
Value is the total discards across all ports.

QSYS:MMGT_IQ_STAT Returns current ingress queue size.

QSYS:MMGT Returns number of free references for the egress queues.

3.24.5 Queue Mapping

When a frame is forwarded to an egress port, a frame reference is inserted into one of the port’s egress
queues. The egress queues are read by a programmable scheduler consisting of a number of scheduler
elements (SEs). Each SE serves 8 or 16 queues, configurable through the HSCH::HSCH_LARGE_ENA
registers. Each SE selects the next input to transmit and forwards the decision to a next-layer SE,
selecting from which of its inputs to transmit. There are a total of three layers, with layer 0 being the
queue connected layer. Connections between the layers are fully configurable in HSCH::LO_CFG and
HSCH::L1_CFG. For more information about SE functionality, see Scheduling, page 225 and Bandwidth
Control, page 226.

The scheduler includes a dual leaky bucket shaper to limit the traffic rate from inputs attached to it. To
distribute the bandwidth between the inputs, the scheduler also contains a weighted round robin arbiter.

The number of queues available in total for all ports is 3,358. The queue mapper must be configured to
how these queues are assigned to each egress port. The overall traffic management for each port is the
result of the queue mapping and scheduler hierarchy.

The following illustration shows an example of the default egress port hierarchy. At layer 0, eight SEs
select between data in the same QoS level, with queues from each source port. This forms a basic traffic
manager, where all source ports are treated fair between each other, and higher priorities are preferred.
This is accomplished by having the layer 0 SEs select input in a round robin fashion, and the mid-layer
select strictly higher inputs before lower inputs. In general, all SEs can be configured to various polices
on how to select inputs.
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The illustration also shows the two super-priority queues available in all ports. The scheduler hierarchy
configuration must be based on a desired scheme. The hardware default setup is providing a queue per
(source, priority) per egress port. All queues with the same QoS level are arbitrated first, in layer 0.

Scheduler Hierarchy (Normal Scheduling Mode)
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3.24.5.1

Mapping System

All queues in the system are referred to as a layer 0 SE number and an input number. For example, the
default configuration puts all traffic for port 0 from source 7 in priority O into the queue (0,7); SE number O,
input 7. When the forwarder requests a frame to be added to a queue, the queue group—all classified
priorities, the source port, and the destination port—are used to find the SE and input on it, through some
configurable mapping tables. There are three basic hierarchy types, and the first part of the mapping
procedure is to find the hierarchy type in QFWD::QMAP_PORT_MODE. The mode is found for frames
with classified qgrp = 0 in the QMAP_MODE_NONSERVICE field and in QMAP_MODE_SERVICE for
qarp >0. Note that service and non-service mappings can be combined at the higher layers, in order to
combine the two basic types of traffic in the application. An overview of the queue mapping tables is
shown in the following illustration. The drop statistics mode is also found by looking up information in
these tables. For more information, see Statistics, page 230.
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Figure 62« Queue Mapping Tables
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Mapping is accomplished by the following steps.

1. Find queuing class (gqc_cl)
gc_sel = QMAP_QOS_TBL (qgrp,dport)
qc = (qos, cosid, pcp, tc) (qos_sel)

2. Find queue. This mapping depends on which of the following hierarchy modes are configured:
Mode 0: Normal mode. This is the default mode on all ports. It is used for arbitrating all frames with
the same queuing class, treating all source ports equally. SE = QMAP_SE_TBL (128 + qc, dport),
inp = source port.

Mode 1: Group mode. This mode is used for having eight queues per queue group in layer 0. Used
in Carrier applications where each service should have its own queues, with a traffic profile per
queuing class.

SE = QMAP_SE_TBL (qgrp,dstp), inp = qc.

The following illustration shows the group scheduling mode.
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Figure 63+ Group Scheduling Mode
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Mode 2: Microwave Backhaul (MBH) mode. This mode is used when many queue groups need to be
arbitrated per queuing class, and they share a common outgoing quality of service policy. For example, it
may be possible to have 100 queues per queuing class arbitrated on level 0 and 1, and class selected on
level 2. In this case, the SE table is used by SE = QMAP_SE_TBL (qgrp — (agrp MOD 16) + qc, dport),
inp = qgrp MOD 16.

The following illustration shows the Mobile Backhaul mode.

Figure 64 « Mobile Backhaul Mode
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